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IFIP — The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First World
Computer Congress held in Paris the previous year. An umbrella organization for
societies working in information processing, IFIP's aim is two-fold: to support
information processing within its member countries and to encourage technology transfer
to developing nations. As its mission statement clearly states,

IFIP's mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development,
exploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It operates
through a number of technical committees, which organize events and publications.
IFIP's events range from an international congress to local seminars, but the most
important are:

* The IFIP World Computer Congress, held every second year;
* Open conferences;
* Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers may
be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a working
group and attendance is small and by invitation only. Their purpose is to create an
atmosphere conducive to innovation and development. Refereeing is less rigorous and
papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of selected
and edited papers.

Any national society whose primary activity is in information may apply to become a full
member of IFIP, although full membership is restricted to one society per country. Full
members are entitled to vote at the annual General Assembly, National societies
preferring a less committed involvement may apply for associate or corresponding
membership. Associate members enjoy the same benefits as full members, but without
voting rights. Corresponding members are not represented in IFIP bodies. Affiliated
membership is open to non-national societies, and individual and honorary membership
schemes are also offered.
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IFIP 2008 World Computer Congress
(WCC’08)

Message from the Chairs

Every two years, the International Federation for Information Processing hosts a
major event which showcases the scientific endeavours of its over one hundred
Technical Committees and Working Groups. 2008 sees the 20th World Computer
Congress (WCC 2008) take place for the first time in Italy, in Milan from 7-10
September 2008, at the MIC - Milano Convention Centre. The Congress is hosted
by the Italian Computer Society, AICA, under the chairmanship of Giulio Occhini.

The Congress runs as a federation of co-located conferences offered by the
different IFIP bodies, under the chairmanship of the scientific chair, Judith Bishop.
For this Congress, we have a larger than usual number of thirteen conferences,
ranging from Theoretical Computer Science, to Open Source Systems, to
Entertainment Computing. Some of these are established conferences that run
each year and some represent new, breaking areas of computing. Each conference
had a call for papers, an International Programme Committee of experts and a
thorough peer reviewed process. The Congress received 661 papers for the
thirteen conferences, and selected 375 from those representing an acceptance rate
of 56% (averaged over all conferences).

An innovative feature of WCC 2008 is the setting aside of two hours each day for
cross-sessions relating to the integration of business and research, featuring the use
of IT in Italian industry, sport, fashion and so on. This part is organized by Ivo De
Lotto. The Congress will be opened by representatives from government bodies
and Societies associated with IT in Italy.

This volume is one of fourteen volumes associated with the scientific conferences
and the industry sessions. Each covers a specific topic and separately or together
they form a valuable record of the state of computing research in the world in
2008. Each volume was prepared for publication in the Springer IFIP Series by
the conference’s volume editors. The overall Chair for all the volumes published
for the Congress is John Impagliazzo.

For full details on the Congress, refer to the webpage http://www.wcc2008.org.

Judith Bishop, South Africa, Co-Chair, International Program Committee
Ivo De Lotto, Italy, Co-Chair, International Program Committee

Giulio Occhini, Italy, Chair, Organizing Committee

John Impagliazzo, United States, Publications Chair



WCC 2008 Scientific Conferences

TC12 Al Artificial Intelligence 2008
TC10 BICC Biologically Inspired Cooperative Computing
WG S.4 CAI Computer-Aided Innovation (Topical Session)
WG 10.2 DIPES Distributed and Parallel Embedded Systems
TC14 ECS Entertainment Computing Symposium
TC3 ED_L2L.  Learning to Live in the Knowledge Society
WG 9.7 HCE3 History of Computing and Education 3
TC3
TC13 HCI Human Computer Interaction
TC8 ISREP Information Systems Research, Education and
Practice
WG 12.6 KMIA Knowledge Management in Action
TC2 OSS Open Source Systems
WG 2.13
TC11 IFIP SEC Information Security Conference
TC1 TCS Theoretical Computer Science
IFIP

is the leading multinational, apolitical organization in Information and
Communications Technologies and Sciences

is recognized by United Nations and other world bodies

represents IT Societies from 56 countries or regions, covering all 5 continents
with a total membership of over half a million

links more than 3500 scientists from Academia and Industry, organized in more
than 101 Working Groups reporting to 13 Technical Committees

sponsors 100 conferences yearly providing unparalleled coverage from
theoretical informatics to the relationship between informatics and society
including hardware and software technologies, and networked information
systems

Details of the IFIP Technical Committees and Working Groups
can be found on the website at http://www.ifip.org.
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Foreword

The papers in this volume comprise the refereed proceedings of the
conference ‘Artificial Intelligence in Theory and Practice’ (IFIP Al
2008), which formed part of the 20th World Computer Congress of
IFIP, the International Federation for Information Processing
(WCC-2008), in Milan, Italy in September 2008.

The conference is organised by the IFIP Technical Committee on
Artificial Intelligence (Technical Committee 12) and its Working
Group 12.5 (Artificial Intelligence Applications).

All papers were reviewed by at least two members of our Program
Committee. Final decisions were made by the Executive Program
Committee, which comprised John Debenham (University of
Technology, Sydney, Australia), Ilias Maglogiannis (University of
Aegean, Samos, Greece), Eunika Mercier-Laurent (KIM, France)
and myself. The best papers were selected for the conference, either
as long papers (maximum 10 pages) or as short papers (maximum 5
pages) and are included in this volume. The international nature of
IFIP is amply reflected in the large number of countries represented
here.

The conference also featured invited talks by Prof. Nikola Kasabov
(Auckland University of Technology, New Zealand) and Prof.
Lorenza Saitta (University of Piemonte Orientale, Italy).

I should like to thank the conference chair, John Debenham for all
his efforts and the members of our program committee for
reviewing papers to a very tight deadline.

This is the latest in a series of conferences organised by IFIP
Technical Committee 12 dedicated to the techniques of Artificial
Intelligence and their real-world applications. The wide range and
importance of these applications is clearly indicated by the papers in
this volume. Further information about TC12 can be found on our
website http://www.ifiptc12.org.

Max Bramer
Chair, IFIP Technical Committee on Artificial Intelligence
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A Light-Weight Multi-Agent System Manages
802.11 Mesh Networks

Ante Prodan and John Debenham

Abstract A light-weight multi-agent system is employed in a “self-organisation of
multi-radio mesh networks” project to manage 802.11 mesh networks. As 802.11
mesh networks can be extremely large the two main challenges are the scalability
and stability of the solution. The basic approach is that of a distributed, light-weight,
co-operative multiagent system that guarantees scalability. As the solution is dis-
tributed it is unsuitable to achieve any global optimisation goal — in any case, we
argue that global optimisation of mesh network performance in any significant sense
is not feasible in real situations that are subjected to unanticipated perturbations and
external intervention. Our overall goal is simply to reduce maintenance costs for
such networks by removing the need for humans to tune the network settings. So
stability of the algorithms is our main concern.

1 Introduction

The work discussed is based on previous work in the area of mesh networking and
in particular in distributed algorithms at Columbia University, Microsoft Research,
University of Maryland and Georgia Institute of Technology. In particular: [1], [2],
[3] and [4].

Recent work on 802.11 Mesh Networks, such as [5], is predicated on a network
whose prime purpose is to route traffic to and from nodes connected to the wired
network — in which case there is assumed to be no traffic between end-user nodes.
This introduces the conceptual simplification that mesh nodes can be seen as being
grouped into clusters around a wired node where each cluster has a tree-like struc-

Ante Prodan
University of Technology, Sydney, Australia e-mail: aprodan@it.uts.edu.au

John Debenham
University of Technology, Sydney, Australia e-mail: debenham @it.uts.edu.au

Please use the following format when citing this chapter:

Prodan, A. and Debenham, J., 2008, in IFIP International Federation for Information Processing, Volume 276;
Artificial Intelligence and Practice IT; Max Bramer; (Boston: Springer), pp. 342.



4 Ante Prodan and John Debenham

ture, rooted at a wired node, that supports the traffic. This is the prime purpose of
802.11 Mesh Networks in practice. In the work that follow we have, where possible,
moved away from any assumptions concerning tree-like structures with the aim of
designing algorithms for quite general mesh networks. Our methods have, where
possible, been designed for the more general classes of “wireless ad-hoc networks”
or “wireless mesh networks”.

There are three principal inputs to this work that we assume are available to the
proposed methods:

e A load model. Given any contiguous set of nodes in a mesh, the load model
specifies the actual or desired level of traffic flowing into, or out of, nodes in that
set.

e A load balancing algorithm. Given any contiguous set of nodes in a mesh and the
load model for that set, the load balancing algorithm determines how the traffic
is allocated to links in the mesh so as to reach its desired destination where it
leaves the mesh.

e An interference model. Given any contiguous set of nodes in a mesh, the infer-
ference model stipulates the interference level that each node in the mesh gives
to the other nodes in the mesh given a known level of background interference
due to transmission devices that are external to the mesh.

The work described below makes no restrictions on these three inputs other than
that they are available to every node in the mesh. The load model, and so too the
load balancing algorithm, will only be of value to a method for self-organisation if
together they enable future load to be predicted with some certainty. We assume that
the load is predictable.

In Section 2 we introduce some terms, concepts and notation. Section 3 describes
the illocutions that make up the communication language used by the light-weight
co-operative multiagent system that achieves self-organisation. We describe the role
of the load balancing algorithm that our methods take as a given input. The mea-
surement of interference cost is discussed in Section 4. Methods for the adjusting
the channels in a multi-radio mesh networks for predictable load are described in
Section 5, as well as a method for adjusting the links. Future plans are described in
Section 6.

2 Basic terms and concepts

The discrete time intervals mentioned below, e.g. ¢, t + 1, are sufficiently spaced to
permit what has to be done to be done.

Available channels: 1,... K.

A node is a set of radio interfaces (or “antennae”) where each interface is associ-
ated with a particular channel, together with a controller that (intelligently we hope)
assigns the channel on each interface.



A Light-Weight Multi-Agent System Manages 802.11 Mesh Networks 5

A link is a pair of interfaces where each interface is assigned the same channel.
The idea is that two interfaces communicate through a shared link. That is, if an
interface is part of a link its state will be “listening and transmitting”, otherwise its
state will be “listening only”.

Notation: nodes are denoted by Latin letters: a, b, c,..., the interfaces for node
a are denoted by: ali] for i = 1,..., and links are denoted by Greek letters: a, 3,
%..... The interfaces communicate using an illocutionary communication language
that is defined informally (for the time being) with illocutions being encapsulated in
quotation marks: .

For any node n, S, is the set of nodes in node n’s interference range. Likewise, for
any link a, Sy is the set of links that contain nodes n’s interference range Vn € «.

Given a node a, define V, = U5, S,.

I! is channel used by x to communicate at time 7 where x may be either an
interface or a link.

f(-,+) is an interference cost function that is defined between two interfaces or
two links. It estimates the cost of interference to one interface caused by transmis-
sion from the other interface. This function relies on estimates of the interference
level and the level of load (i.e.: traffic volume). So this function requires an interfer-
ence model and a load model. This function is described in Section 4.

An interface is either ‘locked’ or ‘unlocked’. A locked interface is either locked
because it has committed to lock itself for a period of time on request from another
interface, or it is ‘self-locked’ because it has recently instigated one of the self-
organisation procedures in Section 5. A locked interface is only locked for a ‘very
short” period during the operation of each of those procedures. This is simply to
ensure that no more than one alteration is made during any one period — this is
necessary to ensure the stability of the procedures. We also say that a node is locked
meaning that all the interfaces at that node are locked.

The abbreviation SNIR means “signal to noise plus interference ratio”.

802.11 related terms: BSS — the basic service set. Portal — is the logical point
at which MSDUs from an integrated non-IEEE 802.11 LAN enter the IEEE 802.11
DS (distribution system). WM — Wireless Medium. IBSS — Independent Basic
Service Set. MSDU — MAC Service Data Unit.

3 The Communication Language

Multiagent systems communicate in illocutionary languages. The simple language
defined here will in practice be encoded as a small block in a packet’s payload.

e “propose organise[a,b, p]” sent from interface a to interface b € V,, where V,
is as above. This message advises interface b that interface a intends to instigate
the proactive logic with priority p.

e “overrule organise[a,b,g]” sent from interface b to interface a. This message
advises interface a that interface b intends to issue a propose organise statement
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Fig. 1 The load balancing algorithm determines the allocation of load.
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as it has priority ¢ > p. That is an interface can only overrule a request to organise
if it has higher priority.

The following three illocutions refer to interfaces being “locked” — this is simply
a device to prevent interfaces from adjusting their settings when interference mea-
surements are being made.

e “propose lock[a,b,s,t]” sent from interface « to interface b requests that inter-
face b enter the locked state for the period of time [s,z].

e “accept lock[a,b,s,t]” sent from interface b to interface a commits to interface
b entering the locked state for the period of time [s,7].

o “rejectlock[a,b,s,t]” sent from interface b to interface a informs interface a that
interface b does not commit entering the locked state for the period of time [s,z].

4 Measuring Interference Cost

Suppose that during some time interval Az two interfaces a and b are transmitting
and receiving on channels I, and I},. During At, the interference limit that interface
x imposes on interface y, 7,|,, is a ratio being the loss of traffic volume that interface
y could receive if interface x were to transmit persistently divided by the volume of
traffic that interface y could receive if interface x was silent:

(my | interface x silent) — (m, | interface x persistent)

L my | interface x silent

where m, is the mean SNIR observed by interface y whilst listening on channel I,
where as many measurements are made as is expedient in the calculation of this
mean!. The interference load of each interface, v, and vy, is measured as a propor-
tion, or percentage, of some time interval during which that interface is transmitting.
Then the observed interference caused by interface b transmitting on channel I}, as

! For Ty|x to have the desired meaning, my should be a measurement of link throughput. However,
link throughput and SNIR are approximately proportional — see [6].
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Fig. 2 Definition of f(a | B).

experienced by interface a listening on channel I, is: 7, X v, and the observed

interference cost to interface a is”:

fla|b) & alp X Vb X (1 =vy)

and so to interface b:
f(b]a) =Ty X va x (1 —wp)

Now consider the interference between one interface a and two other interfaces ¢
and d. Following the argument above, the observed interference caused by interfaces
c and d as experienced by interface a is’: Tale X Ve + Tala X Vd — Ta|{c.d} X Ve X Vd-
The observed interference cost to interface a is:

fla|{e,d}) = (1=va) X (Tae X Ve + Toja X Va — Talfe.a} X Ve X Va)

If interfaces ¢ and d are linked, as shown in Figure 2, then they will transmit on the
same channel I 5, and we ignore the possibility of them both transmitting at the same
time*. Further suppose that vg is the proportion of Az for which either interface ¢
or interface d is transmitting. Then for some Kps 0< Kp < 1: v, = Kg X vg, and
va = (1—Kg) xvg. Thus:

Fla )= (1 =ve) g (1 X Ky 500 (1)

Now suppose that interfaces a and b are linked, and that v, is the proportion of Az for
which either interface a or interface b is transmitting. Then for some x, 0 < Ko < 1:
Vg = Ko X Vg, Vp = (1 — Kg) X vg. Then as a will only receive interference when it
is listening to b transmitting:

fla|B)=vpxvp x (Tae X Kp + Taja x (1= Kp))

2 We assume here that whether or not interfaces a and b are transmitting are independent random
events [7]. Then the probability that a is transmitting at any moment is v,, and the probability that
b is transmitting and « is listening at any moment is: (1 —vg) X vp.

3 That is, the interference caused by either interface ¢ or interface d.

4 The probability of two linked interfaces transmitting at the some time on an 802.11 mesh network
can be as high as 7% — see [8], [9].
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and so:
fla|B)=
(1 — Kg) X v X vg X (Tyje X K + Tyq X (1 — Kp)) (1)
+ Ko X Vg X Vg X (Tpje X Kg + Ty X (1 —Kp))

Note that vy, vg, K and kg are provided by the load model, and the 7,
by the interference model.

|y are provided

5 Adjusting the channels

Our solution is based on the distinction in multiagent systems between proactive and
reactive reasoning. Proactive reasoning is concerned with planning to reach some
goal. Reactive reasoning is concerned with dealing with unexpected changes in the
agent’s environment. So in the context of self-organising networks we distinguish
between:

e a reactive logic that deals with problems as they occur. The aim of our reac-
tive module is simply to restore communication to a workable level that may be
substantially sub-optimal.

e a proactive logic that, when sections of the network are temporarily stable, at-
tempts to adjust the settings on the network to improve performance.

The reactive logic provides an “immediate fix” to serious problems. The proactive
logic, that involves deliberation and co-operation of nearby nodes, is a much slower
process.

A node (i.e.: router) with omnidirectional interfaces has three parameters to set
for each interface: [1] The channel that is assigned to that interface; [2] The inter-
faces that that interface is linked to, and [3] The power level of the interface’s trans-
mission. Methods are describe for these parameters in the following sections. The
following section describes how these three methods used combined in the proactive
logic algorithm. The following methods all assume that there is a load balancing al-
gorithm and that it is common knowledge. The following methods are independent
of the operation of the load balancing algorithm.

Informally the proactive logic uses the following procedure:

Elect a node a that will manage the process
Choose a link o from a to another node — precisely a trigger criterion (see
below) permits node a to attempt to improve the performance of one of its links
o 3 a with a certain priority level.

e Measure the interference
Change the channel setting if appropriate

The following is a development of the ideas in [1].
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choose node a at time t — 2;
setV, = UnESaSn;
Vx € V, transmit “propose organise[a,x, p]”;
unless Jx € V, receive “overrule organise[a,x,¢]” in
[t—2,1—1] where g > p do {
Vx € V, transmit “propose lock[a,x, 7,1+ 1]7;
if Vx € V, receive “accept lock[a,x,z,7+ 11" in [t — 1,1]
then {
unless dx € V, receive “reject lock[a,x,f,7 + 1]
do {improve a;}
}
}

where: improve a = {
choose link o > a on channel I';;
set B — Ypes, /(0| B)+ Lpes, /(B | ):
if (feasible) re-route ’s traffic;
for Iy, =1,....K, Iy A1} do{
if Ypes, £(0| B) + Ypes, £(B | @) < Bx e then
F&+1 — I
selflock node a in [ + 1,7 +k];
break;
b
}s
Vx € V, transmit “o’s interference test signals™;
apply load balancing algorithm to S,;

}

The statement selflock is to prevent a from having to activate the method too fre-
quently. The constant € < 1 requires that the improvement be ‘significant’ both for
node a and for the set of nodes S,. The stability of this procedure follows from the
fact that it produces a net improvement of the interference cost within S,. If a change
of channel is effected then there will be no resulting change in interference outside
Sa.

The above method reduces the net observed inference cost in the region V,. It
does so using values for the variables that appear on the right-hand side of Equa-
tion 1. If those values are fixed then the method will converge. The method above
suggests the possibility that traffic is re-routed during the reassignment calculation
— this is not essential.

5.1 Interference model

We assume that each node, a, knows the channel of every node in V,. We assume
that each node is capable of measuring the strength of signals from every node in V.
So if each node had access to all of this information from the point of view of every
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node in V,, and, perhaps the level of background noise around V,, then a can derive
estimates for the 7,), factors for all x and y in V;. In particular, a will be able to
estimate all these factors to evaluate Equation 1 as required by the above algorithm.
In addition, the procedure above suggests that if node a is involved in changing its
channel then at the end of this process — time permitting — it should transmit a
‘beep-silence-beep-silence’ message to enable every other node in V,, to observe the
actual T values. Further, it is reasonable to suggest that this transmission of test
signals could be carried out periodically in any case when network load permits.

5.1.1 Expected SNIR

The complete SNIR at the receiver based on a set of interfering links in the carrier
sensing range is given by’

P,
SNIR= ——«+i——
N+Yioi Ik @)
N=KxWxT

where: P, = Received power of the frame, }; I, = Received powers of the set of
n interfering nodes (interfaces), N = Thermal noise, k = Boltzmann constant, W =
Spectral bandwidth of the carrier (For example the channel bandwidth is 22 MHz in
802.11b), and T = Absolute temperature at the receiver.

Let us assume that the node (interface) j wants to trigger the proactive logic i.e.
possibly change channel with node (interface) i. Then Equation 2 gives the sum of
the interferences from the neighbouring links® in the carrier sensing range:

/! Pk[ x G Jjk X Gk j
Z k= PL,.
k=1 <k,I>€R kj
where: R = Set of all links that interfere with link o between i and j node (inter-
faces), P; = Power transmitted by the node (interface) k to node (interface) [, G jx =
Gain of Antenna of node (interface) j towards node (interface) k, Gy ; = Gain of An-
tenna of node (interface) k towards node (interface) j, and PLy; = Path loss suffered
by the signal while traversing from the node (interface) k to the node (interface) j.

The values for 802.11 interfaces transmit power, Antenna gains are generally
specified by the vendor in the data sheets of the equipment.

A general formula for calculating path loss (PL) in the Friis free space i.e. Line
of Sight (LOS) link between the transmitter and receiver is given by’

5 Analyses of Measurements and Simulations in Multi-hop Ad-hoc Environment, Report IST-2001-
37385 6HOP D2.3

6 see “Topology Planning for Long Distance Wireless Mesh Networks”, Indian Institute of tech-
nology, Kanpur.

7 Simon Haykin, Communication Systems, 4th edition, John Wiley & Sons Inc, 2001.
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4><7r><d>2

PL = —loxloglo(GtGr)“F 1()><10g10 ( l

where: G; = Gain of the transmitting antenna, G, = Gain of the receiving antenna, d
= Distance between the transmitting and receiving antennas, and A= Transmission
Wavelength. In our Wireless Mesh Network the GPS in the nodes can measure d.

However, in most of the scenarios for urban areas the link between the transmitter
and receiver will generally be Non LOS (NLOS). In these cases we can determine
the path loss PL;; by using the Co-operation in the field of Scientific and Technical
research project 231 (COST231) adopted propagation model called as the Walfisch-
Tkegami model®.

Therefore the formula for the expected SNIR is given by:

E(SNIR) = —1 X 11 < Gii
B N+Z<k,l>eR Pij

5.1.2 Expected BER and FER

The BER is based on the type of modulation scheme that is used by the PHY layer
of the radio to transmit the data. For example 802.11b uses different modulation
schemes for different data rates such as: Differential Binary Phase Shift Keying
(DBPSK) for 1 Mbps, Differential Quadrature Phase Shift Keying (DQPSK) for 2
Mbps and Complimentary Code Keying (CCK) for 5.5 and 11 Mbps °.

Each of the modulation schemes has a different formula for calculating the BER,
which can be referred to in'.

For example the BER in an Additive White Gaussian Noise (AWGN) channel for

DBPSK is given by!!:
1
BER = 5 X exp (—SNIR)

Assuming that each bit error is an independent event, then a simple relationship
between BER and FER is given by'%:

FER = 1 — (1 —BER)"

where: n = Number of bits in the frame.

8.S. Lee and L.E. Miller, CDMA Systems Engineering Handbook, Artech House, 1998.

9 Ji Zhang, “Cross-Layer Analysis and Improvement for Mobility Performance in IP-based Wire-
less Networks”, Ph.D. Thesis, Sept. 2005.

10°A, Ranjan, “MAC Issues in 4G”, IEEE ICPWC, pp. 487-490, 2005.
' Simon Haykin, Communication Systems, 4th edition, John Wiley & Sons Inc, 2001.

12 Analyses of Measurements and Simulations in Multi-hop Ad-hoc Environment, Report IST-
2001-37385 6HOP D2.
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6 Conclusion and future work

In our previous work we have proposed an intelligent multiagent system based self-
organising algorithm for multi-radio wireless mesh networks (MR-WMN) that can
operate on any radio technology. The algorithm ensures scalability by progressively
assigning the channels to nodes in clusters during the WMN system start up phase.
The stability is offered by means of the proactive and reactive logic of the algorithm.
These attributes were validated through analysis and simulation.

Through the work described in this report we have examined motivation and de-
veloped an algorithm for the topological control of MR-WMN. The goal of this
algorithm is to increase the number of shortest paths to the portal nodes without
adversely effecting interference cost. In addition to interference cost reduction im-
plementation of this algorithm on MR-WMN further improve the system capacity.

Our future work will be focused on the development of our Java framework that
is multi threaded so each node is represented as an independent thread. We believe
that this will enable us to develop algorithms for tuning the capacity of the network
links according to fluctuations in demand by mobile users.
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Decisions with multiple simultaneous goals
and uncertain causal effects

Paulo Trigo and Helder Coelho

Abstract A key aspect of decision-making in a disaster response scenario is the
capability to evaluate multiple and simultaneously perceived goals. Current com-
peting approaches to build decision-making agents are either mental-state based as
BDI, or founded on decision-theoretic models as MDP. The BDI chooses heuristi-
cally among several goals and the MDP searches for a policy to achieve a specific
goal. In this paper we develop a preferences model to decide among multiple simul-
taneous goals. We propose a pattern, which follows a decision-theoretic approach,
to evaluate the expected causal effects of the observable and non-observable aspects
that inform each decision. We focus on yes-or-no (i.e., pursue or ignore a goal) deci-
sions and illustrate the proposal using the RoboCupRescue simulation environment.

1 Introduction

The mitigation of a large-scale disaster, caused either by a natural or a technological
phenomenon (e.g., an earthquake or a terrorist incident), gives rise to multiple si-
multaneous goals that demand the immediate response of a finite set of specialized
agents. In order to act rationally the agent must evaluate multiple and simultaneous
perceived damages, account for the chance of mitigating each damage and establish
a preferences relation among goals. The belief-desire-intention (BDI) mental-state
architecture [7] is widely used to build reasoning agents, equipped with a set of
beliefs about the state of the world and a set of desires which, broadly speaking,
identify those states that the agent has as goals. From its beliefs and desires, and via

Paulo Trigo
Instituto Superior de Engenharia de Lisboa — ISEL, DEETC and LabMAg, GulAA; Portugal
e-mail: ptrigo@deetc.isel.ipl.pt

Helder Coelho
Faculdade de Ciéncias da Universidade de Lisboa — FCUL, DI and LabMAg; Portugal
e-mail: hcoelho@di.fc.ul.pt

Please use the following format when citing this chapter:

Trigo, P. and Coelho, H., 2008, in IFIP International Federation for Information Processing, Volume 276; Artificial
Intelligence and Practice IT; Max Bramer; (Boston: Springer), pp. 1322.



14 Paulo Trigo and Helder Coelho

deliberation, the agent formulates an intention that can be seen as the goal, or de-
sire, the agent commits to bring about. Although one side of rational behavior is the
capability to establish preferences among simultaneous goals, current BDI theory
and systems do not provide a theoretical or architectural framework for deciding
how goals interact and how an agent decides which goals to pursue. When faced
with multiple simultaneous goals, the intention selection (decision) follows a heu-
ristic approach, usually coded by a human designer [4]. Additionally, BDI models
find it difficult to deal with uncertainty, hence hybrid models have been proposed
combining BDI and Markov decision process (MDP) approaches [5, 6]; however,
hybrid models usually assume that the goal has already been chosen and tackle the
stochastic planning problem (in order to achieve the chosen goal).

In this paper we take the decision-theoretic notion of rationality to estimate the
importance of goals and to establish a preferences relation among multiple goals.
We propose a preferences model that allows agent developers to design the relation-
ships between perceived (certain) and uncertain aspects of the world in an easy and
intuitive manner. The design is founded on the influence diagram [2] (ID) frame-
work that combines uncertain beliefs and the expected gain of decisions. The pro-
posal’s practical usefulness is experimentally explored in a fire fighting scenario in
the RoboCupRescue [3] domain. The decision model incorporates general fire fight-
ing principles in a way that considerably simplifies the specification of a preferences
relation among goals. Despite such simplification, the attained results are consistent
with the initial fire fighting principles.

The next section describes the preferences model, which is instantiated and eval-
uated in section 3; the section 4 presents our conclusions and future goals.

2 The preferences model

The premisse of the preferences model is that the relation among simultaneous goals
follows from the expected utility of the available decisions. The expected utility of a
decision combines two elements: 1) the value of the state under observation, and ii)
the likelihood of success of that decision. Given a set of available decisions, Z, a set
of states, .7, an utility function, u : . — R, and the probability, P(s | d ), to achieve
s € .7 after decision d € Z, the expected utility, eu : 2 — R, of decision-making is
described by: eu(D=d) =Y c» P(s| D=d) u(s), where D is a variable that holds
an available decision. Given any goal there are always two available decisions: 1)
pursue the goal, or ii) ignore the goal. Thus, ¥ = { yes, no },is such that D, = yes
and D, = no represent, respectively, the decision to pursue or to ignore goal g € 4.

The utility of a goal, g, measures the importance, assigned by the agent, to the
goal g. The “importance” is a criterion related to a valuation in terms of benefits and
costs an agent has of a mental state situation [1]. The mental state is materialized by
the agent beliefs regarding the perceived states and the desire to pursue, or ignore,
each goal. Also, the goal achievement payoff is estimated by the difference between
the expected utility on pursuing and ignoring that goal. Thus, the goal utility func-
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tion, uy, for each g € ¢, is defined by,
uy(g) = eu(Dg = yes) —eu(Dy =no) (D

The utility function, uy, is used to establish the preferences about the set of goals
. The preferences, V g1,g2 € ¥, are: i) g1 = g2, if the agent prefers g; to g», or ii)
g1 ~ g, if the agent is indifferent between g; and g. The rules, used to establish
the preferences’ total order among goals, are described by,

ugy(g1) > ugy(g2)
g1-8 4§V )
uy(g1) =ugy(g2) N eu(Dg =yes)>eu(D,, =yes)

gi~g {uy(g1)=uy(g2) N eu(Dy =yes)=eu(Dy, =yes) 3)

From expression 2 the agent prefers goals with higher payoff and when even,
prefers goals that, when achieved, give higher expected advantage (i.e., higher
eu(D, = yes) value); the expression 3 indicates that in sight of equality the agent
is indifferent between goals, thus taking, for instance, a random decision.

2.1 The causal effect pattern

The causal effects (consequences) of each decision are unknown, therefore our aim
is to choose the decision alternative (goal) that minimizes the eventual disadvanta-
geous consequences of such decision. The ID framework combines uncertain beliefs
to compute the expected utility of decisions, thus rationality is a matter of choos-
ing the alternative that leads to the highest expected utility, given the evidence of
available information. The ID extends the, Bayesian network, chance nodes with
two additional nodes: decisions and utilities, and two additional arcs: influences and
informational. As in belief networks, chance nodes represent random variables, i.e.,
the agent’s uncertain beliefs about the world. A decision node holds the available
choices, i.e., the possible actions to take. An utility node represents the agent’s pre-
ferences. The links between the nodes summarize their dependency relations.

We propose the following guidelines, to structure the multiple and simultaneous
goals decision problem, using the ID framework:

i. the current state is characterized by a set of variables that are observable at the
decision-making time instant,

ii. the decision outcome is characterized by a set of variables that are non-observable
at the decision-making time instant,

iii. the observable variables inform the decision nodes and the decision nodes influ-
ence the non-observable variables,

iv. the observable variables condition the non-observable variables,
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v. all dependencies among observable variables, or among non-observable variables
are valid (whilst not generating any dependency loop),

vi. the set of observable variables influences a set of utility nodes,

vii. the set of non-observable variables influences a set of utility nodes,
viii. the two sets of utility nodes (cf. items vi vii) are disjoint, and

ix. adecision influences both sets of utility nodes (cf. items vi vii).

Figure 1 illustrates the above guidelines using the regular ID symbols; circle is a
chance node, rectangle is a decision node and the lozenge is an utility node.

observable variables
(probability nodes)

O
LL

O

OO
O
J

@)

/

OO QL OO
[ % OO
Fig. 1 The influence diagram
(ID) pattern (sets are repre- 1 OO
sented by dotted rectangles; 1] <><> OO
gray elements refer to obser- <><>

vable information; dotted arcs
are informational and the decision nodes utility nodes
other are conditional arcs).

non-observable variables
(probability nodes)

The gray filling (cf. figure 1) has special meaning: i) the gray chance node indi-
cates information availability, i.e., an observable variable (cf. item i above), and ii)
the gray utility node indicates a dependency from a gray chance node, i.e., the uti-
lity of some observable variables (cf. item vi above). The sets of nodes with similar
characteristics are aggregated by a dotted rectangle. The arcs connect sets of nodes
(instead of individual nodes), therefore attaining an ID pattern, i.e., a template from
which to build several different instances with the same overall structure.

2.2 The ID pattern usage

The ID pattern (cf. figure 1) is used to support the construction of the goal utility
function, ug (cf. equation 1). Therefore, we propose the following method to specify
the decision nodes:

i. identify the largest subsets of goals, ¢4; C ¢ such that U;%; = ¢ and all the goals
g € ¢ are characterized by the same set of observable variables,
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ii. for each ¥; (cf. item i) specify a decision node labeled “D;” and add the corre-
sponding information arcs (from observable variables to “D;”),

iii. for each decision node, “D;”, set its domain to “yes” and “no” values to rep-
resent, respectively, the decision to pursue, or ignore, a goal g € %;; the goal, g,
occurs after the observation of the variables that inform “D;”.

For concreteness and to illustrate the design of the decision problem, the next
section materializes the preferences model in a simulated scenario.

3 Experimental setup

We used the RoboCupRescue environment to devised a disaster scenario that
evolves at the Nagata ward in Kobe, Japan. Two buildings, By and B>, not far from
each other (about 90 meters) catch a fire. The B is relatively small and is located
near Kobe’s harbor, in a low density neighborhood. The Bj; is of medium size and it
is highly surrounded by other buildings. As time passes, the fires’ intensity increase
so a close neighbor is also liable to catch a fire.

Figure 2 shows the disaster scenario; each opaque rectangle is a building and
a small circle is positioned over By and B,. The two larger filmy squares define
the neighborhood border of B; and B, within a d distance (in meters). The ground
neighborhood area of a building is given by ngh(d) = (2 x d)?, for a distance d,
and the set of buildings contained within such area is denoted as .43, 4; we set
d =250 m, thus a ground neighborhood area of 250.000 m?.

NBl,d

Fig. 2 Fire scenario in the
buildings labeled B and B;
(the set of buildings con-
tained within each building’s
neighborhood, ngb(d), is
represented by A3, 4).

d=250m
ngb(d) = 250.000 m?

To simplify we assume that: i) buildings use identical construction materials, ii)
buildings are residential (neither offices nor industries inside the buildings), and iii)
there are no civilians, caught by fires, inside the buildings. We also assume that
agents get informed about the fires the moment it starts; we are not concerned on
how (through which communication channel) the agent gets such information. We
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now carry on with the design of the multiple simultaneous goal decision problem,
in the context of this illustrative domain.

3.1 The ID pattern instance

In order to apply the ID pattern (cf. figure 1) to the illustrative scenario (cf. figure 2)
we considered, for each building, the following observable variables:

e The building’s fire intensity, fireIntensity (we adopted the RoboCupRescue names),
perceived by the agent with three values: i) 1, an early fire, ii) 2, an increasing
intensity fire, and iii) 3, a high intensity fire.

e The building’s total area, allFloorsArea, given by the building’s ground area
times the number of floors, with three values: i) 1ow, ii) medium, and iii) high.
Each value is % of the normalized total area, i.e., the building’s total area divided
by the maximum total area of the buildings in the scenario ; e.g. for B; we have

$7506 = 013 (Low) and for By we have 3% = 0,34 (medi un).

e The building’s neighborhood density, neighbourhoodDensity, computed as the
ratio between the summation of the ground area, floorArea(b), of each build-
ing within distance d of B; neighborhood (i.e., each b € 43, 4), and the total area

i i s . Yoeny. floorArea(b)
of that neighborhood (i.e., ngb(d )); the ratio is thus given by, — )

and the neighbourhoodDensity has the following three values: 1) 1ow, i) medium,
and iii) high. Each value is % of that ratio; e.g. for By we have soud. — (),16

250.000
(1ow) and for B we have gg:ggg = 0,55 (medium).

The non-observable variable, destruction, describes the destruction inflicted by
the fire with three values, 1 ow, medium, and high, each representing, respectively,
the intervals [0;0,2], [0,2;0,7] and [0,7; 1] of the destruction percentage.

The goals are extinguished (B) € 4' C ¥4, where B is a building in fire. For read-
ability, the subset ¢’ will be named as extinguish. Hence, we specify a decision
variable, extinguish (cf. section 2.2), that evaluates each goal, extinguished(B),
whereas all the aspects that influence the decision (extinguish or ignore the fire
in B), are represented through the observable variables: firelntensity, allFloorsArea
and neighbourhoodDensity.

To specify the utility nodes we follow three general fire attack strategies that,
although intuitive, were acquired after the RoboCupRescue experimentation:

e the earlier a fire is attacked, the easier it is to extinguish the fire,

o the smaller the building, the less time it takes to extinguish the fire, and

o the higher the neighborhood density, the higher the need to extinguish the fire.
The above strategies are used to specify the utility nodes: Ul and U2. The utility

node U1 is influenced by the observable variables and represents the agent’s evalua-
tion of the fire intensity impact on the neighbor building. For example, a fire may
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cause higher damages in a high density than in a low density neighborhood (given an
identical fire intensity); thus, the higher utility values are ascribed to high intensity
fires that occur in high density neighborhoods. The utility node U2 is influenced by
the non-observable variable and represents the agent’s evaluation of the building’s
expected final destruction. For example, an early fire is expected to cause a lower
destruction than a high intensity fire (given equivalent total areas and neighborhood
density); thus, higher utility values are ascribed to early low intensity fires.

Figure 3 presents the ID that assembles all the above analysis: observable and
non-observable variables, decision and utility nodes.

allkloorsAjrea
fifgIntensjty .~

neighbprhoodPensity s~

Fig. 3 Influence diagram for o Jl
the extinguish set of goals (the extinguish d¢structiyn
construction follows the ID
pattern, depicted in figure 1, i3
thus adopting the terminology

thereby defined).

The ID (cf. figure 3) is an instance of the proposed causal effect pattern (cf.
figure 1) and digests the analysis of the illustrative scenario (cf. figure 2). The figure
3 intelligibility stresses that the ID is very handy in revealing the structure (the
influence among the decision constituents) of the decision problem.

3.2 The preferences relation

After the ID structure we built the conditional probability and utility tables (CPT
and UT) attached, respectively, to each chance and utility node. The CPT represents
the probabilistic knowledge about the causal relations among the state variables.
The UT specifies a decision-making strategy.

Our strategy follows the three general fire attack strategies. Figure 4 shows the
extinguish expected utility, and each situation is represented by a vector,

v = (neighbourhoodDensity, allFloorsArea, fireIntensity )

of perceived values (of the observable variables), for each building with a fire.
Each v variable is graphically discriminated as: i) the neighbourhoodDensity is
a circle that becomes larger as the neighborhood density increases, ii) circles in
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vertical lines follow the allFloorsArea value, upper circles having lower areas, and
iii) the clustering of firelntensity is marked in the graphic. For example, the B; and
B, vectors are, respectively, (1ow,low, 1) and (medium,medium,1).

Expected utility of decision "extinguish "

yes|v)

eu(extinguish

L R L N e N :

02 femeennnnns [EPP A1 S N
Fig. 4 Decision extinguish, ; : :

given the observation of

v (neighbourhoodDensity,
allFloorsArea e firelntensity);
the buildings B; and B, are
labeled in the graphic.

0 0.2 0.4 0.6 0.8
eu(extinguish =no | V)

@ high density @ mediumdensity @ low density

The expected extinguish utility, given v observation, is depicted in the abscissa
and ordinate axis (cf. figure 4), respectively, by eu(extinguish, = no | v) and
eu(extinguish, = yes | v), where subscript, g, is the goal of extinguishing the fire
in the building where v was perceived, i.e., g represents the desired situation for the
building (for readability symbol g is not plotted in figure 4).

Figure 4 shows that as the fire intensity increases the utility to extinguish de-
creases and the utility to ignore the fire increases although being interleaved with
the various neighborhood densities (thus accounting the fire spreading effect). The
highest utility (to extinguish) is assigned to lower area buildings (given equal values
for other variables) as they are simpler and faster to control.

Figure 5 plots the agent preferences (given by expressions 2 and 3); a small dia-
mond represents each previously shown v instance (cf. figure 4); a line goes through
all diamonds in a course that links two adjacent priority situations (the darker seg-
ment highlights the B, to By path). The highest preference is (high,low,1), i.e.,
an early fire in a small building in a high density neighborhood; the lowest prefe-
rence is (low,high,3), i.e., a high intensity fire in a big building in a low density
neighborhood. Table 1 details B, to By preferences and shows that the three early
fires are interleaved with higher intensity fires located in increasing density neigh-
borhoods or decreasing area buildings. It is also interesting to note that the 2"¢ and
5™ buildings only differ in their dimension (allFloorsArea) and the two buildings
between them (3¢ and 4”*) have increasing neighborhood density and fire intensity
and decreasing total area.

The interleaving of situations (shown in figure 5 and detailed in table 1), repre-
sents the trade-off, obtained from applying the expression 2, among our three ge-
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Expected utility of decision "extinguish "

yes | v)

eu(extinguish
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Fig. 5 A preference relation

o N N —o— from higher to lower preference ==®==from B2 to Bl
for the decision extinguish.

Table 1 Preferences detail (from B, to Bj); the first column identifies the buildings and the last
column shows the utility value ug € [0,1]; the first line represents By.

|Order||neighb0urhoodDensity|allF loorsArea lﬁrelntensity| m“*‘rﬂ

aX Uey —Min Uegy

By| I medium medium 1 0,73
ond high low 2 0,69
31 medium high 1 0,66
47 high medium 2 0,65

5" high high 2 0,62

B| 6™ low low 1 0,53

neral fire attack strategies. The rationality of those strategic guidelines may be dis-
puted by a domain specialist for their verisimilitude with the real-world fire brigade
strategies. Such dispute is a relevant contribution to adjust and mature the ID design
but it is not the central discussion of this paper.

3.3 The decision design complexity

To apply the three general fire attack strategies (or any strategy set) a human de-
signer would traduce its rationality into a total order relation among the state space.
However, building a total order quickly becomes too complex. For example, our
illustrative scenario has 4 variables, each with 3 values, thus a total of 3* = 81 sit-
uations. To establish a total order, the human must compare each situation with all
the others; in the worst case Zlefl i= % = 3240 comparisons; in the best case
(if able to apply a divide-and-conquer method), 81 x log, 81 = 514 comparisons. It
is not likely that a human designer fulfils all those comparisons to establish a total
order among all possible situations.
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Our proposed ID design is much simpler. Assign, to each decision, the utility of
observable and non-observable variables: 32 x 2+ 3 x 2 = 24 assignments. This is an
important complexity reduction: about 95% (from 514 to 24) in the above best case
and about 99% (from 3240 to 24) in the above worst case. Despite that reduction
the results (cf. figure 5 and table 1) exhibit a plausible translation of the general
strategies used to guide the decision model design.

4 Conclusions and future work

This paper addresses a shortcoming, of current work, in the design of agents that act
in complex domains: the evaluation of multiple simultaneous goals with observable
and non-observable world state aspects. We propose a pattern, based on the influ-
ence diagram framework, to specify both the uncertainty of causal effects and the
expected gain with regard to the decision of whether to pursue or ignore each goal.
Practical experiences indicate that the ID pattern considerably simplifies the specifi-
cation of a decision model (in RoboCupRescue domain) and enabled to established a
preferences order among goals that is consistent with the initial, domain expert, very
general strategies. This work represents the ongoing steps in a line of research that
aims to develop decision-making agents that inhabit complex environments (e.g.,
the RoboCupRescue). Future work will apply the preferences model to the problem
of coordinating teamwork (re)formation [6] from a centralized perspective.
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Agent Based Frequent Set Meta Mining:
Introducing EMADS

Kamal Ali Albashiri, Frans Coenen, and Paul Leng

Abstract In this paper we: introduce EMADS, the Extendible Multi-Agent Data
mining System, to support the dynamic creation of communities of data mining
agents; explore the capabilities of such agents and demonstrate (by experiment) their
application to data mining on distributed data. Although, EMADS is not restricted to
one data mining task, the study described here, for the sake of brevity, concentrates
on agent based Association Rule Mining (ARM), in particular what we refer to as
frequent set meta mining (or Meta ARM). A full description of our proposed Meta
ARM model is presented where we describe the concept of Meta ARM and go on
to describe and analyse a number of potential solutions in the context of EMADS.
Experimental results are considered in terms of: the number of data sources, the
number of records in the data sets and the number of attributes represented.

Keywords: Multi-Agent Data Mining (MADM), Frequent Itemsets, Meta ARM,
Association Rule Mining.

1 Introduction

In this paper an extendible multi-agent data mining framework that can enable and
accelerate the deployment of practical solutions to data mining problems is intro-
duced. The vision is a collection of data, data mining and user agents operating
under decentralised control. Practitioners wishing to participate in the framework
may add additional agents using a registration strategy. We envision a collection of
scattered data over the network, accessed by a group of agents that allow a user to
pose data mining queries to those data sources with no requirement to know the
location of the supporting data, nor how the agents are materialised through an inte-
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gration and ranking process. We also envision that the inclusion of a new data source
or data mining techniques should be a simple process of adding new agents to the
system. To investigate the potential of this approach we have built EMADS (Ex-
tendible Multi-Agent Data mining System). The use of EMADS offers a number of
advantages, includes: decentralised control, distribution of computational resources,
interoperability, distribution of expertise, task and data matching, Result evaluation,
simple extendibility and security.

To illustrate some of the features of EMADS a Meta ARM (Association Rule
Mining) scenario is considered in this paper. We define the term Meta Mining as
the process of combining the individually obtained results of N applications of a
data mining activity. The motivation behind the scenario is that data relevant to a
particular ARM application is often owned and maintained by different, geographi-
cally dispersed, organizations. Information gathering and knowledge discovery from
such distributed data sources typically entails a significant computational overheads;
computational efficiency and scalability are both well established critical issue in
data mining [1]. One approach to addressing problems such as the meta ARM prob-
lem is to adopt a distributed approach. However this requires expensive computation
and communication costs. In distributed data mining, there is a fundamental trade-
off between accuracy and cost of computation. If we wish to improve the compu-
tation and communication costs, we can process all the data locally obtaining local
results, and combine these results centrally to obtain the final result. If our interest
is in the accuracy of the result, we can ship all the data to a single node (and apply
an appropriate algorithm to produce this desired result). In general the latter is more
expensive while the former is less accurate. The distributed approach also entails
a critical security problem in that it reveals private information; privacy preserving
issues [2] are of major concerns in inter enterprise data mining when dealing with
private databases located at different sites.

An alternative approach to distributed data mining is high level learning which
adopts strategies to allow all data to be locally analyzed, local results (models) are
then combined at a central site to obtain the final result (global model). This ap-
proach is less expensive but may produce ambiguous and in- correct global results.
To make up for such a weakness, many researchers have attempted to identify fur-
ther alternatives to combining local models built at different sites. Most of these
approaches are agent-based high level learning strategies such as: meta-learning
[4], mixture of experts [5] and knowledge probing [6]. Bagging [7] increases the ac-
curacy of the model by generating multiple models from different data sets chosen
uniformly with replacement and then averaging the outputs of the models. However,
these approaches still only have the ability to estimate a global data model through
the aggregation of the local results, rather than generating an exact correct global
model.

In EMADS a distributed computation framework is defined in terms of a Multi-
Agent System (MAS), i.e. a system composed of a community of agents, capable
of reaching goals that are difficult to achieve by an individual system [3]. In addi-
tion, a MAS can display self-organizational and complex behaviours, even when
the capabilities of individual agents are relatively simple. The fundamental distinc-
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tion between a distributed architecture and a MAS architecture is one of control.
In a distributed system control is centralized; in a MAS control is decentralized
in that agents are self motivating, and problem solving is achieved through inter-
communication between agents.

The rest of this paper is organised as follows. Section 2 provides the motivation
behind the material presented and discusses some related work. For completeness a
brief note on Meta ARM Algorithms is then presented in Section 3. In section 4 our
Meta ARM model architecture and functionality are described. Section 5 discusses
the experimental results. Finally, Section 6 concludes the paper.

2 Related Work

There are a number of reports in the literature of the application of Agent tech-
niques to data mining. Kargupta, Stafford, and Hamzaoglu [11] describe a parallel
data mining system (PADMA) that uses software agents for local data accessing and
analysis, and a Web based interface for interactive data visualization. PADMA has
been used in medical applications. The meta-learning strategy offers a way to mine
classifiers from homogeneously distributed data. Perhaps the most mature systems
of agent-based meta-learning systems are: JAM [4], BODHI [12], and Papyrus [13].
In contrast to JAM and BODHI, Papyrus can not only move models from site to site,
but can also move data when that strategy is desired. Papyrus is a specialized sys-
tem which is designed for clustering while JAM and BODHI are designed for data
classification. Basically, these systems try to combine local knowledge to optimize
a global objective.

The major criticism of such systems is that it is not always possible to obtain an
exact final result, i.e. the global knowledge model obtained may be different from
the one that might have been obtained by applying the one model approach to the
same data.

3 Note on Meta ARM Algorithms

Association Rule Mining (ARM) is concerned with the identification of patterns
(expressed as “if ... then ...” rules) in data sets [8]. ARM typically begins with the
identification of frequent sets of data attributes that satisfy threshold requirements
of relative support in the data being examined. The most significant issue when
combining groups of previously identified frequent sets is that wherever an itemset
is frequent in a data source A but not in a data source B a check for any contribu-
tion from data source B is required (so as to obtain a global support count). The
challenge is thus to combine the results from N different data sources in the most
computationally efficient manner. This in turn is influenced predominantly by the
magnitude (in terms of data size) of returns to the source data that are required.
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To investigate and evaluate our ideas on EMADS a study of Meta ARM is pre-
sented here. Five Meta ARM algorithms are considered, all founded on the well
known TFP ARM algorithm [9, 10] where results are stored in a T-tree. For the Meta
ARM these trees must then be merged in some way. The structure of the T-tree, and
the algorithms used in its construction, are described in [10]; the details of this are
not relevant to the present paper, and in principle any algorithm for generating fre-
quent sets could have been employed. As with all such algorithms, the merging of
locally frequent sets to produce global totals may require additional computation to
complete the counts of some sets. Each of the Meta ARM algorithms/agents makes
use of return to data (RTD) lists, at least one per data set/agent, to hold lists of item-
sets whose support was not included in the current T-tree and for which the count is
to be obtained by a return to the originating raw data agent. The processing of RTD
lists may occur during, and/or at the end of, the Meta ARM process depending on
the nature of the algorithm. The algorithms can be summarised as follows:

1. Brute Force: Merges the T-trees one by one starting with the largest tree generat-
ing (N) RTD lists, processes RTD lists and prunes the T-tree at end of the merge
process.

2. Apriori: Merges all T-trees level by level starting from the first level (K = 1) gen-
erating (K «N) RTD lists, processes RTD lists and prunes the T-tree at each level.
The objective of the Apriori Meta ARM algorithm is to identify unsupported
itemsets earlier in the process.

3. Hybrid 1: Commences by generating the top level of the merged T-tree in the
Apriori manner described above (including processing of the RTD list); and then
adds the appropriate branches, according to which top level nodes are supported,
using a Brute Force approach.

4. Hybrid 2: Commences by generating the top two levels of the merged T-tree,
instead of only the first level, as in the Hybrid 1 approach. Additional support
counts are obtained by processing the RTD lists. The remaining branches are
added to the supported level 2-nodes in the merged T-tree sofar (again) using the
Brute Force mechanism.

5. Bench Mark: It is a bench mark algorithm against which the identified Meta
ARM algorithms were to be compared.

Full details of the Meta ARM algorithms can be found in Albashiri et al. ([14]).
Note that the overview given here is in the context of MADM (Multi-Agent Data
Mining) whereas the original algorithms proposed by Albashiri et al. did not operate
in an agent context.

4 Meta ARM Model

In order to demonstrate the feasibility of our EMADS vision a peer to peer agent-
based framework has been designed and implemented, which uses a broker mediated-
based architectural model [15].
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Fig. 1 shows the Meta ARM model architecture of EMADS framework which
is built with the JADE Toolkit [16]. The system consists of one organization site
(mediator host) and several local sites (sites of individual hosts). Detailed data are
stored in the DBMS (Data Base Management System) of local sites. Each local site
has at least one agent that is a member of the organization. The connection between a
local agent and its local DBMS is not included. There are two special JADE agents at
the organization site (automatically started when the organization site is launched).
The AMS (Agent Management System) provides the Naming Service (i.e. ensures
that each agent in the platform has a unique name) and represents the authority in the
platform. The DF (Directory Facilitator) provides a Yellow Pages service by means
of which an agent can find other agents providing the services required in order to
achieve its goals. All Routine communication and registration are managed by these
JADE agents. Data mining tasks are managed through the P2P model by the other
agents.
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Fig. 1. Meta ARM Model Architecture

In this framework, agents are responsible for accessing local data sources and
for collaborative data analysis. The architecture includes: (i) data mining agents, (ii)
data agents, (iii) task agents, (iv) user agents, and (v) mediators (JADE agents) for
agents coordination. The data and mining agents are responsible for data access-
ing and carrying through the data mining process; these agents work in parallel and
share information through the task agent. The task agent co-ordinates the data min-
ing operations, and presents results to the user agent. Data mining is carried out by
means of local data mining agents (for reasons of privacy preservation). In the con-
text of Meta ARM activity each local mining agent’s basic function is to generate
local item sets (local model) from local data and provide this to the task agent in
order to generate the complete global set of frequent itemsets (global model).
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4.1 Dynamic Behaviour of System for Meta ARM operations

The system Initially starts up with the two central JADE agents. When a data agent
wishes to make its data available for possible data mining tasks, it must publish its
name and description with the DF agent. In the context of Meta ARM, each mining
agent could apply a different data mining algorithm to produce its local frequent
item sets T-tree. The T-trees from each local data mining agent are collected by
the task agent, and used as input to Meta ARM algorithms for generating global
frequent item sets (merged T-tree) making use of return to data (RTD) lists, at least
one per data set, to contain lists of itemsets whose support was not included in the
current T-tree and for which the count is to be obtained by a return to the raw data.

5 Experimentation and Analysis

To evaluate the five Meta ARM algorithms, in the context of EMADS vision, a
number of experiments were conducted. These are described and analysed in this
section. The experiments were designed to analyse the effect of the following:

1. The number of data sources (data agents) .
2. The size of the datasets (held at data agents) in terms of number of records.
3. The size of the datasets (held at data agents) in terms of number of attributes.

Experiments were run using two Intel Core 2 Duo E6400 CPU (2.13GHz) com-
puters with 3GB of main memory (DDR2 800MHz), Fedora Core 6, Kernel version
2.6.18 running under Linux except for the first experiment where two further com-
puters running under Windows XP were added. For each of the experiments we
measured: (i) processing time (seconds/mseconds), (ii) the size of the RTD lists
(Kbytes) and (iii) the number of RTD lists generated. The authors did not use the
IBM QUEST generator [17] because many different data sets (with the same input
parameters) were required and it was found that the quest generator always gener-
ated the same data given the same input parameters. Instead the authors used the
LUCS KDD data generator !. Note that the slight oscillations in the graphs result
simply from a vagary of the random nature of the test data generation.
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Fig. 2. Effect of number of data sources

Figure 2 shows the effect of adding additional data sources. For this experiment
ten different artificial data sets were generated and distributed among four machines
using 7 = 4 (average number of items per transactions), N = 20 (Number of at-
tributes), D = 100k (Number of transactions). The selection of a relatively low value
for N ensured that there were some common frequent itemsets shared across the
T-trees. Experiments using N = 100 and above tended to produce many frequent
1-itemsets, only a few isolated frequent 2-itemsets and no frequent sets with cardi-
nality greater than 2. For the experiments a support threshold of 1% was selected.
Graph 2(a) demonstrates that all of the proposed Meta ARM algorithms worked
better then the bench mark (start from “scratch”) approach. The graph also shows
that the Apriori Meta ARM algorithm, which invokes the “return to data procedure”
many more times than the other algorithms, at first takes longer; however as the
number of data sources increases the approach starts to produce some advantages as
T-tree branches that do include frequent sets are identified and eliminated early in
the process. The amount of data passed to and from sources, shown in graph 2(b),
correlates directly with the execution times in graph 2(a). Graph 2(c) shows the num-
ber of RTD lists generated in each case. The Brute Force algorithm produces one
(very large) RTD list per data source. The Bench Mark algorithm produces the most
RTD lists as it is constantly returning to the data sets, while the Apriori approach
produces the second most (although the content is significantly less).
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Fig. 3. Effect of increasing number of records

Figure 3 demonstrates the effect of increasing the number of records. The input
data for this experiment was generated by producing a sequence of ten pairs of data
sets (with T =4, N = 20) representing two sources on two different machines. From
graph 3(a) it can be seen that the Brute Force and Hybrid 1 algorithms work best
because the size of the return to data lists are limited as no unnecessary candidate
sets are generated. This is illustrated in graph 3(b). Graph 3(b) also shows that the
increase in processing time in all cases is due to the increase in the number of records
only; the size of the RTD lists remains constant throughout as does the number of
RTD lists generated (graph 3(c)).

Figure 4 shows the effect of increasing the global pool of potential attributes (re-
member that each data set will include some subset of this global set of attributes).
For this experiment another sequence of pairs of data sets (representing two sources)
was generated with 7 = 4, D = 100K and N ranging from 100 to 1000. As in the
case of experiment 2 the Brute Force and Hybrid 1 algorithms work best (for similar
reasons) as can be seen from graph 4(a). However in this case (compared to the pre-
vious experiment), the RTD list size did increase as the number of items increased
(graph 4(b)). For completeness graph 4(c) indicates the number of RTD lists sent
with respect to the different algorithms. The reasoning behind the Hybrid 2 algo-
rithm proved to be unfounded; all the 1-itemsets tended not to be all supported.
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Fig. 4. Effect of increasing number of items (attributes)

All the Meta ARM algorithms outperformed the bench mark (start from scratch)
algorithm. The Hybrid 2 algorithm performed in an unsatisfactory manner largely
because of the size of the RTD lists sent. Of the remainder the Apriori approach
coped best with a large number of data sources, while the Brute Force and Hybrid
1 approaches coped best with increases data sizes (in terms of column/rows) again
largely because of the relatively smaller RTD list sizes. It should also be noted that
the algorithms are all complete and correct, i.e. the end result produced by all the
algorithms is identical to that obtained from mining the union of all the raw data
sets using some established ARM algorithm. Of course our MADM scenario, which
assumes that data cannot be combined in this centralised manner, would not permit
this.

6 Conclusions and Future Work

Traditional centralized data mining techniques may not work well in many dis-
tributed environments where data centralization may be difficult because of limited
bandwidth, privacy issues and/or the demand on response time. Meta-learning data
mining strategies may offer a better solution than the central approaches but are not
as accurate in their results. This paper proposes EMADS, multi-agent data mining
framework with peer-to-peer architecture as an application domain to address the
above issues. The use of EMADS was illustrated using a meta ARM scenario. Four
meta ARM algorithms and a bench mark algorithm were considered. The described
experiments indicated, at least with respect to Meta ARM, that EMADS offers posi-
tive advantages in that all the Meta ARM algorithms were more computationally ef-
ficient than the bench mark algorithm. The results of the analysis also indicated that
the Apriori Meta ARM approach coped best with a large number of data sources,
while the Brute Force and Hybrid 1 approaches coped best with increased data sizes
(in terms of column/rows). The authors are greatly encouraged by the results ob-
tained so far and are currently undertaking further analysis of EMADS with respect
to alternative data mining tasks.
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On the evaluation of MAS development tools

Emilia Garcia, Adriana Giret, and Vicente Botti

Abstract Recently a great number of methods and frameworks to develop multia-
gent systems have appeared. Nowadays there is no established framework to evalu-
ate environments to develop multiagent systems (MAS) and choosing between one
framework or another is a difficult task. The main contributions of this paper are:
(1) a brief analysis of the state of the art in the evaluation of MAS engineering;
(2) a complete list of criteria that helps in the evaluation of multiagent system de-
velopment environments; (3) a quantitative evaluation technique; (4) an evaluation of
the Ingenias methodology and its development environment using this evaluation
framework.

1 INTRODUCTION

Nowadays, there is a great number of methods and frameworks to develop MAS,
almost one for each agent-research group [11]. This situation makes the selection of
one or another multiagent development tool, a very hard task. The main objective
of this paper is to provide a mechanism to evaluate these kind of tools. This paper
shows a list of criteria that allows a deep and complete analysis of multiagent devel-
opment tools. Through this analysis, developers can evaluate the appropriateness of
using a tool or another depending on their needs.

The rest of the paper is organized as follows: Section 1.1 briefly summarizes
the state of the art of the evaluation of MAS engineering. Section 2 details some
important features to develop MAS. Section 2 explains a quantitative technic to
evaluate MASDKs (MultiAgent System Development Kits). In Section 3, the Inge-
nias methodology and it MASDK are presented. They are evaluated in Section ??.
Finally, Section 4 presents some conclusions and future works.
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1.1 Background

Shehory and Sturm [9] provide a list of criteria that includes software engineer-
ing related criteria and criteria relating to agent concepts. Also they add a metric
evaluation. Cernuzzi and Rossi [3] present a qualitative evaluation criteria employ-
ing quantitative methods for the evaluation of agent-oriented analysis and design
modeling methods. The related works focus their efforts on the analysis of method-
ologies, but do not analyzes the tools that provide support for these methodologies.
It is a very important feature because a well-defined methodology loses a great part
of its functionality if there is no tool to apply it easily.

Eiter and Mascardi [4] analyzes environments for developing software agents.
They provide a methodology and general guidelines for selecting a MASDK. Their
list of criteria includes agent features, software engineering support, agent and MAS
implementation, technical issues of the MASDKSs and finally economical aspects.

Bitting and Carter [2] use the criteria established by Eiter and Mascardi to ana-
lyze and compare five MASDKSs. In order to obtain objective results from the eval-
uation Bitting and Carter add a quantitative evaluation. Sudeikat and Braunch [10]
presents an interesting work in which they analyzes the gap between modeling and
platform implementation. Their framework allows the evaluation of the appropriate-
ness of methodologies with respect to platforms.

This paper is based on the related works. The main objective of this paper is
to offer a list of evaluation criteria that allows to analyze and compare methods,
techniques and environments for developing MAS. A metric is added to the qual-
itative criteria to allow a quantitative comparison. These criteria focus on the gap
between the theorical guidelines of the methodologies and what can be modeled in
the MASDKSs. Furthermore, these criteria analyze the gap between the model and
the final implementation, i.e., which implementation facilities provide the MAS-
DKs and which model elements have no direct translation in the implementation
platform.

2 CRITERIA

In this section, a list of evaluation criteria is described. These features allow a com-
plete analysis of a MASDK and the selection between one and another. They are
grouped in five categories.

2.1 Concepts and properties of MAS

As itis well known, there is no complete agreement on which features are mandatory
to characterize an agent and a MAS. This is the reason why an analysis of the basic
notions (concepts and properties) of agents and MAS are necessary at the beginning
of the evaluation. This section deals with the question whether a methodology and it
associated MASDK adhere to the basic concepts and properties of agents and MAS.
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- AGENT FEATURES
These features are grouped into basic features that represent the core of agenthood,
and advanced features that represent specific and desirable agent characteristics.

Basic features
Agent architecture: It represents the concepts that describe the internals of an agent.
The importance of this feature is not to say which approach is better than other,
but this feature is very useful to know if the approach is appropriate to specific
requirements.

Properties: Agents are supposed to be autonomous, reactive, proactive and socials.
In this section which agent properties are supported by the methodology and by the
MASDK is analyzed.

Advanced features
Mental attitudes: The agent has mental notions like beliefs, desires, intentions and
commitments.

Deliberative capabilities: The agent is able to select some possible plans to solve a
problem and deliberate to choose the most appropriate in this situation.

Adaptivity: The adaptability feature may require that a modeling technique be mod-
ular and that it can activate each component according to the environmental state.
Meta-management: The agent is able to reason about a model of itself and of other
agents.

- MAS FEATURES

Support for MAS organizations.At this point will be analyzed only which kind of
organizations are supported, the other specific characteristics of the organizations
will be analyzed in the following categories.

Support for the integration with services. Some MAS software engineering
has been expanded to the integration with services [8]. At this point is interesting
to analyze which kind of integration is supported by the approach (agents invoke
services, services invoke agents or bidirectional) and the mechanisms used to facil-
itate the integration. Related with this, it is very interesting to know which services
communication and specification standards are supported.

2.2 Software engineering support

The development of a MAS is a complex task that can be simplified with the use of
MAS engineering techniques. This section will analyze how MASDKSs support this
techniques.

- APPLICATION DOMAIN

There are some methodologies and MASDKSs thatcan be used to develop any kind
of MAS, but other approaches are specialized in a particular application domain [5].
- MODEL-CENTRAL ELEMENT

Traditionally, agents are the model-central element in most MAS models, but in the
last years there are an evolution to the organization-oriented modeling and service-
oriented modeling.
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- METHODOLOGY

Methodologies can be analyzed using the following criteria:
Based on metamodels. Meta-model presents relationships, entities, and diagrams,
which are the elements to build MAS models.
Models dependence. A high dependence on some specific models of a modelling
method may imply that if they are not well-designed it may affect all the design
process; hence, lower dependence is better.
Development process. It indicates which software-development process follows the
methodology.
Lifecycle coverage. In complex systems such as MAS it is desirable to use tools
that facilitate the development of the application throughout the entire process.
Development guides. They facilitate the developers work and make the methodol-
ogy more easy to understand and follow.
Platform dependent. Some methodologies are focused on the development in a
specific deployment platform.
Organization support. The methodology includes agent-organization concepts in
the development life cycle.
Service support. The methodology provides support to integrate services and
agents at the different stages of the life cycle.

- MODELING LANGUAGE

The methodology should use a complete and unambiguous modeling language. It
can be formal, informal or a mix of them. It should be expressive enough to rep-
resent MAS structure, data workflow, control workflow, communication protocols,
concurrent activities and different abstraction level views. Other advanced features
are the possibility to represent restrictions in the resources, mobil agents, the inter-
action with extern systems and the interaction with human beings.

- SUPPORT FOR ONTOLOGIES

Ontologies represent a powerful means to organize concepts and relations among
concepts in an agent-based application, and to unambiguously describe features and
properties of agents. At this point if the MASDK offers the possibility to model,
implement or import ontologies is analyzed.

- VERIFICATION TOOLS

The verification process can be analyzed from two points of view:

Static verification. It involves to check the integrity of the system, i.e., that the
specification of all model elements and the relationships between those elements
are correct. The MASDK must be able to detect inconsistencies such as an agent
who pursues a goal but the functionality of the agent does not allow it to achieve
that goal. Furthermore, the MASDK notifies when the modeling is incomplete (for
example, when there is an objective that is not achieve for anyone). In the best cases,
the application not only detects these mistakes, but also proposes solutions.

Dynamic verification. It involves testing the system using simulations, i.e., the
MASDK creates a simplified system prototype and test their behavior.

- THE GAP BETWEEN METHODS AND DEVELOPMENT TOOL
This section analyzes the gap between what is theoretically defined in the method-
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ology and what can be modeled by the MASDK. Three conflicted areas have been
highlighted.

Complete notation The MASDK should provide the possibility to model all the
methodology elements and their relationships. All the restrictions defined in the
methodology should be defined in the modeling language and should be taken into
account in the MASDK.

Lifecycle coverage This criterion identifies which methodology stages are sup-
ported by the MASDK.

Development guidelines These guides are very useful to develop MAS and if they
are integrated in the MASDK the development task become more intuitive and eas-
ier. This integration reduces the modeling time and facilitate the development of
MAS to developers.

2.3 MAS implementation

This section analyzes how the MASDK helps the developer to transform the mod-
eled system into a real application.
- IMPLEMENTATION FACILITIES
Graphical interfaces It represents the possibility to generate graphical interfaces
using the MASDK.
Limited systems The MASDK may support the development of system with some
limitations, i.e., the development of system that are going to be executed in limited
devices like mobile phones.
Real time control Some application need real time control, so it must be supplied
for the MASDK.
Security issues The MASDK can provide security mechanism to ensure that agents
are not malicious and do not damage other agents, that their agents are not be dam-
aged and has to avoid the interception or corruption of messages. These issues are
more complex when the system has mobile agents or when agents interact with
extern agents.
Physical environment models These are a library of simulators of physical parts of
some kinds of systems for testing.
Code implementation The MASDK allows to implement or complete the agents
code in the same tool.
Debugging facilities They are necessary for developing correct, reliable and robust
system, due to the complex, distributed and concurrent nature of MAS.
- THE GAP BETWEEN MODELING AND IMPLEMENTATION
Match MAS abstractions with implementation elements
Agents use abstract concepts that are close to those used when reasoning, about
human behaviours and organizations. This fact can facilitate the analysis and design
activities but the gap between model and implementation increases.
Automatic code generation

It is an important feature because it reduces the implementation time and the
errors in the code.
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Code language This issue represents which programming language is used to
generate agent code and which language is used to represent the ontologies.

Platform This issue represents for which agent platform is generated the code.

Generation technology Nowadays, there are a great number of techniques and
languages to transform automatically from models to code.

Kind of generation It can be complete or it can generate only the skeletons of the
agents. These skeletons usually have to be manually completed for the developer.

Utility agents There are different agents offering services that do not depend
on the particular application domain (for example yellow and white pages). The
MASDK should also provide them.

Reengineering These techniques are very useful in traditional software engineer-
ing and also in MAS development.

Services If the generating MAS is integrated with services, the MASDK should
provide the necessary mechanisms for this integration.

2.4 Technical issues of the MASDK

This criteria selection is related to the technical characteristics of the development
environment. Some of these features can have a dramatic impact on the usability
and efficiency of this tools.

Programming language The language used to implement the MASDK and the
language used to store the models are important keys.

Resources System requirements to the MASDK which include in which platforms
can be executed and if it is light-weight.

Required expertise It indicates if it is necessary be a expert modeler and developer
to use the MASDK.

Fast learning It indicates if the MASDK is easy to use and does not need much
training time.

Possibility to interact with other applications For example this can provide the
possibility to import or export models developed with other applications.
Extensible The MASDK is prepared to include other functional modules in an easy
way.

Scalability This issue analyzes if the MASDK is ready to develop any scale of
applications (small systems or large-scale applications).

Online help A desirable feature in a MASDK is that it helps developers when they
are modeling or implementing, i.e., the MASDK takes part automatically or offer
online suggestions to the developer.

Collaborative development This functionality may be very interesting to develop
complex systems in which there are a group of developers which cooperates.
Documentation An important aspect when dealing with new proposals is how they
are documented. A good documentation and technical support should be provided.
Examples If the MASDK presents complete case study is another feature to evalu-
ate. The fact that the MASDK has been used in business environments also demon-
strate the usefulness of the MASDK.
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2.5 Economical aspects

Economical characteristics are important to choose between one or another MASDK.
Obviously, one key in the evaluation is the cost of the application, the cost of it doc-
umentation and a technical service is provided. Also, the vendor organization gives
an idea about the reliability and the continuity of the application.

2.6 Metric

A numerical evaluation offers a fast and general evaluation which allows to compare
and evaluate methods and tools easily.

Each established criterion in Section 2 is associated with a weigh that represents
the importance of this criterion. A ranking of O indicates that this criterion cannot
be quantitative evaluated. For example, the use of one agent architecture or another
cannot be evaluated as better or worst, it is only a feature and it will be more or less
appropriate depending on the requirements of the system to develop. A ranking of
1 indicates that this criterion is desirable but not necessary. A ranking of 2 indicates
that it is not necessary but very useful. A ranking of 3 indicates that it is necessary or
very important in the MAS development. An evaluation vector for each MASDK is
created stating how the approach covers each criterion. The scale of the points is 0,
25, 50, 75 or 100% depending on how feature is covered. The numerical evaluation
is the result of the dot product between the weight vector and the evaluation vector.

The presented metric is based on [2] although this metric does the average of
all the criteria without separating categories. In this paper the numerical evaluation
is considered taking into account the categories established in Section 2 to detect
which parts of the MASDKSs has more lacks and should be improved.

Concepts and properties of agents and MAS
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Fig. 2 Software engineering support evaluation.
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3 CASE STUDY: INGENIAS

INGENIAS [7] is a methodology for the development of MAS that is supported by
an integrated set of tools, the INGENIAS Development Kit (IDK) [6]. These tools
include an editor to create and modify MAS models, and a set of modules for code
generation and verification of properties from these models. In this section Ingenias
and the IDK are presented and evaluated according to the framework and the metric
presented in Section 2.

- CONCEPTS AND PROPERTIES OF MAS

Ingenias agents follow a BDI architecture and have all the basic properties defined
by Wooldridge. Also Ingenias specifies mental attitudes and deliberative capabil-
ities but it does not provide support to specify adaptivity, meta-management or
emotionality (see Figure 1). Ingenias specifies an organizational model in which
groups, members, workflows and organizational goals are described. Ingenias does
not model social norms or the dynamic of the organization, i.e., how an agent can
enter in a group, etc. At this moment, Ingenias does not support service integration.
- SOFTWARE ENGINEERING SUPPORT

Ingenias is a general application domain and its model-central element are organi-
zations (Figure 2). It integrates results from research in the area of agent technol-
ogy with a well-established software development process, which in this case is the
Rational Unified Process (RUP). This methodology defines five meta-models that
describe the elements that form a MAS from several viewpoints, and that allow to
define a specification language for MAS. These metamodels are: Organization meta-
model, Environment meta-model, Tasks/Goals meta-model, Agent meta-model, In-
teraction meta-model. These metamodels have strong dependences and relations.
Ingenias provides a development guides for the analysis and design stages. These
guides include organization support and have no platform dependences. Further-
more, Ingenias provide some support for the implementation stage. Ingenias also
provides an informal modeling language that provides mechanism to define all the
basic features explained in Section 2 but that it is not useful to represent mobil agents
and the other advanced-related features. The IDK offers a module that realize a static
verification of the modeled system. It is very useful because it helps developers to
find errors in their models and suggests possible solutions. As is shown in Figure 5,
Ingenias fills well the gap between its methodology and the development tool. The
elements of the methodology and the notation of the modeling language is totally
supported by the IDK. Also all the stage that are covered by the methodology, are
covered by the IDK as well. At this moment the IDK has no development guidelines
integrated, but there are some researches about this topic.

- MAS IMPLEMENTATION

Figure 5 shows that Ingenias does not provide a good support to the implementation
stage. It has a module to transform models into Jade agents [1]. This module gener-
ate skeletons of the agents and their tasks. Almost all the elements of the method-
ology can be directly transformed into elements of the Jade platform, but there are
some abstraction like goals or mental states that have not a corresponding element
of the platform.
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Metric evaluation Score (percent) Comentaries
Agent basic features(3) 100,00 Obtains a
good result because the Ingenias methodology supports all the basic
Concepts and properties of agents and MAS | Agent advanced features(2) | 90,00 | 82,86 concepts and features of agents and also offers support to
MAS features(2) 50,00 organizations.
Methodology(3) 71,67
i Ingenias provides a well-defined which is well
Modeling langua 4
Shnslanouane(d) 80.00 by its modeling language. Furthermore, it obtain a good result in
Software engineering support Ontology(2) 0,00 53,93 | the category "Gap methods-tools", so this methods are well-supported
» - by its IDK and almost there is no gap between what is defined by the
Verification(3) 45,00 methodology and what is represented with the MASDK.
Gap methods-tool(3) 75,00
Implementation facilities(3) 22,50 The MAS implementation is an ongoing work topic for the Ingenias
MAS implementation 17,50 . At this moment, it is not well implemented by the IDK
Gap model-implementation(2) | 10,00 and there are many issues that there are not covered.
Technical issues of the MASDK 60,29 The IDK is technically well-defined, but there are some interesting
features that are not covered.
The result is very good, the reason is that Ingenias is
Economical aspects 90,63 free and is well-supported by its authors.

Fig. 5 Numerical evaluation results.

- TECHNICAL ISSUES OF THE MASDK

The IDK has been implemented in Java, because of that it is multiplatfom. A new
functionality module can be added to the IDK easily. The IDK is not very intuitive,
but it does not require much time to learn it. The documentation of Ingenias and
of its IDK is complete and some validated examples are provided with the IDK.
Despite this, the examples are not completely developed and some of them have
modeling mistakes.

- ECONOMICAL ASPECTS

Ingenias is an academical work developed in the Grasia! research group. This
project is still open, so they are offering new versions of the IDK and improving
the methodology. Ingenias and the IDK are open source and all their documentation
is publicly available. There is no specific technical service but authors answer ques-
tions by email and by the gap repository.

- NUMERICAL EVALUATION

Figure 5 shows the numerical evaluation results. The final result of each category is
the dot product between the weight of the features analyzed (the number inside the
parentheses of the second column) and their numerical result (third column). De-
velopers can obtain a fast overview about Ingenias and its IDK looking this figure.



44 Emilia Garcia et al.

4 CONCLUSION

This paper summarizes the state of the art in the evaluation of methods and tools
to develop MAS. These studies are the base of the presented evaluation framework.
This framework helps to evaluate MASDKs by the definition of a list of criteria
that allows to analyze the main features of this kind of systems. This list covers
traditional software engineering needs and specific characteristics for developing
MAS. This study helps in the evaluation of the gap between the methods and the
modeling tool, and the gap between the model and the implementation.

A quantitative evaluation method is presented. It allows a numeric evaluation
and comparison. It gives developers a fast overview of the quality of the evaluated
MASDK in each category. The weight of the criteria is a variable feature that affect
the result of the evaluation. This feature provides developers a mechanism to adapt
the evaluation framework to their own requirements.

This evaluating framework has been used successfully to evaluate Ingenias and
its IDK. The results of the evaluation shows that this approach covers the entire de-
velopment process in a basic way, but, it has important lacks in the transformation
from models to the final implementation. It should improve it implementation cov-
erage. As future work, this framework will be used to evaluate and compare a large
set of MASDKSs and their methodologies.
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Information-Based Planning and Strategies

John Debenham

Abstract The foundations of information-based agency are described, and the prin-
cipal architectural components are introduced. The agent’s deliberative planning
mechanism manages interaction using plans and strategies in the context of the rela-
tionships the agent has with other agents, and is the means by which those relation-
ships develop. Finally strategies are described that employ the deliberative mech-
anism and manage argumentative dialogues with the aim of achieving the agent’s
goals.

1 Introduction

This paper is in the area labelled: information-based agency [9]. Information-based
agency is founded on two premises. First, everything in its world model is uncertain
[2]. Second, everything that an agent communicates gives away valuable informa-
tion. Information, including arguments, may have no particular utilitarian value [6],
and so may not readily be accommodated by an agent’s utilitarian machinery.

An information-based agent has an identity, values, needs, plans and strategies
all of which are expressed using a fixed ontology in probabilistic logic for inter-
nal representation and in an illocutionary language [8] for communication. All of
the forgoing is represented in the agent’s deliberative machinery. We assume that
such an agent resides in a electronic institution [1] and is aware of the prevail-
ing norms and interaction protocols. In line with our “Information Principle” [8],
an information-based agent makes no a priori assumptions about the states of the
world or the other agents in it — these are represented in a world model, .#", that
is inferred solely from the messages that it receives.

The world model, .#", is a set of probability distributions for a set of random
variables each of which represents the agent’s expectations about some point of
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interest about the world or the other agents in it. We build a history of interaction
by noting each commitment made (commitments to act, commitments to the truth
of information or to the validity of an argument), and by relating each of them to
subsequent observations of what occurs. Tools from information theory are then
used to summarise these historic (commitment, observation) pairs — in this way we
have defined models of trust, honour, reliability and reputation [8]. Further we have
defined the intimacy and balance of both dialogues and relationships [10] in terms
of our ‘LOGIC” illocutionary framework. All of these notions make no presumption
that our agents will align themselves with any particular strategy.

In related papers we have focussed on argumentation strategies, trust and honour,
and have simply assumed that the agent has a kernel deliberative system. In this
paper we describe the deliberative system for an information-base agent.

2 Plans

Aplan pis p(a,,sp,tp,up,cp,8p) Where:

* apis a conditional action sequence — i.e. it is conditional on future states of the
world, and on the future actions of other agents. We think of plans as probabilistic
statecharts in the normal way where the arcs from a state are labelled with “event
/ condition / action” leading into a P symbol that represents the lottery, s,, that
determines the next state as described following:

o s5p: 85— P(S, =s) =s where S is the set of states and S, is a random variable
denoting the state of the world when a,, terminates' .

s 1,:8 — P(T, =1t) =t where T}, is a random variable denoting the time that a,,
takes to execute and terminate for some finite set of positive time interval values
for¢.

* u,:S5—P(U,=u)=uwhere U, is a random variable denoting the gross utility
gain, excluding the cost of the execution of a,, for some finite set of utility values
for u.

* ¢,: S —=P(C, =c) = ¢ where C, is a random variable denoting the cost of the
execution of a,, for some finite set of cost values for c.

* g,:8—P(G,=g) =g where G, is arandom variable denoting the expected in-
formation gain to @ and to B of the dialogue that takes place during the execution
of the plan each expressed in 4 = .% x 0.

The distributions above are estimated by observing the performance of the plans as
we now describe.” In the absence of any observations the probability mass functions
for S, T, Up, C,, and G, all decay at each and every time step by:

! For convenience we assume that all action sequences have a “time out” and so will halt after
some finite time.

2 An obvious simplification would be to use point estimates for #,, u,, ¢, and each element of g,
but that is too weak a model to enable comparison.
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PHYX) = A x D(X;) + (1 —A) x P'(X;) (1)

for some constant A : 0 < A < 1, where A is the decay rate.

The implementation of a, does not concern us. We do assume that the way in
which the plans are implemented enables the identification of common algorithms
and maybe common methods within different plans. Given two plans p and ¢, the
function Sim(p,q) € [0, 1] measures the similarity of their action sequences a, and
ay in the sense that their performance parameters are expected to be correlated to
some degree.

Estimating S,. Denote the prior estimate by s'. When a plan terminates, or is
terminated, the world will be in one of p’s end states. Call that state z. Then the
observed distribution for s+t will have the value 1 in position z. On the basis of this
observation the agent may be inclined to fix its estimate for s;“ at y where s <y <
1. The posterior distribution st*! is defined as the distribution with minimum relative

entropy with respect to s': st*! = argmin, ¥’ it log% that satisfies the constraint

sttl = 9. If y = 5! then the posterior is the same as the prior. If ¥ = 1 then the
posterior is certain with H(s**1) = 0. One neat way to calibrate ¥ is in terms of the
resulting information gain; that is to measure Y in terms of the resulting learning
rate |

H(s™1) = (1 — ) x H(sY) 2)

where : 0 < < 1.

Estimating 7, U,, C, and G. Just as for estimating S,, when the plan termi-
nates o will have observations for the values of these variables, and as a result may
wish to increase the corresponding frequency in the posterior to some new value.
Using the method described above for estimating S, the posterior distribution is the
distribution with minimum relative entropy with respect to the prior subject to the
constraint that the frequency corresponding to the observation is increased accord-
ingly.

Further, for these four variables we use the Sim(-,-) function to revise the esti-
mates for ‘nearby’ plans. In [9] two methods for using a Sim(-,-) function to revise
estimates are described — the situation here is rather simpler. Consider the variable
Cp. Applying the method in the paragraph ‘Estimating §,.’, suppose a value had
been observed for C,, and as a result of which c;-“ had been constrained to be 7.
Consider any plan ¢ for which Sim(p,q) > 0. Denote P(C, = ¢) by d. The poste-
rior distribution d**1 is defined as the distribution with minimum relative entropy
with respect to d': d**! = argmin, ¥ r;log % that satisfies the constraint: d}“ =7
where ¥’ is such that:

H(d""™") = (1—p x Sim(p,q)) x H(d") 3)

where 0 < Sim(p,q) < 1 with higher values indicating greater similarity.
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3 Planning

If an agent’s needs could potentially be satisfied by more than one plan then a mech-
anism is required to select which plan to use. As the execution of plans incurs a cost
we assume that o won’t simply fire off every plan that may prove to be useful.
A random variable, V), derived from the expectations of S,, 7,, U,, Cp, G, and
other estimates in .Z" represents the agent’s expectations of each plan’s overall per-
formance. V), is expressed over some finite, numerical valuation space with higher
values being preferred.

The mechanisms that we describe all operate by selecting plans stochastically.
We assume that there is a set of P candidate plans {p;} with corresponding random
variables V), representing performance, and plan p; is chosen with probability ¢g;
where Y gx = 1. Let A" = {V, }P_,. The integrity of the performance estimates for
random variable V), are maintained using the method “Estimating §),” in Section 2.
If p; is selected at time ¢ then when it terminates the observed performance, v;hob,
is fed into that method.

First, consider the naive mechanism that selects plan p; by: g; = 1 for j =
argmax; [E(V),). This mechanism is well-suited to a one-off situation. But if the
agent has continuing need of a set of plans then choosing the plan with highest ex-
pected payoff may mean that some plans will not be selected for a while by which
time their performance estimates will have decayed by Equation 1 to such a extent
that may never be chosen. An agent faces the following dilemma: the only way to
preserve a reasonably accurate estimate of plans is to select them sufficiently often
— even if they they don’t perform well today perhaps one day they will shine.

The simple method: ¢; = % selects all plans with equal probability. The follow-
ing method attempts to prevent the uncertainty of estimates from decaying above a
threshold, 7, by setting g; = 1 where:

if 3i-H(V},) > 7 then let j = argmax; H(V,,)

else let j = argmax; E(V,,)
this method may deliver poor performance from the ‘then’ and good performance
from the ‘else’, but at least it attempts to maintain some level of integrity of the
performance estimates, even if it does so in an elementary way.

A strategy is reported in [4] on how to place all of one’s wealth as win-bets
indefinitely on successive horse races so as to maximise the rate of growth; this
is achieved by proportional gambling, i.e. by betting a proportion of one’s wealth
on each horse equal to the probability that that horse will win. This result is in-
teresting as the strategy is independent of the betting odds. Whether it will make
money will depend on the punter’s ability to estimate the probabilities better than
the bookmaker. The situation that we have is not equivalent to the horse race, but it
is tempting to suggest the strategies:

gim ) @
L E(Vp)

Gi =P(Vy, > V), W, € N, j#i 5)
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For the second strategy: g; is the probability that p;’s performance is the better than
that of all the other plans. With this definition it is clear that };¢g; = 1. Both strate-
gies will favour those plans with a better performance history. Whether they will
prevent the integrity of the estimates for plans with a poor history from decaying to
a meaningless level will depend on the value of A in Equation 1, the value of i in
Equation 2, and on the frequency with which plans are activated. As the estimates
for plans that perform well, and plans that perform badly, all decay to the maximum
entropy decay limit D(V), ) if they are not invoked, both of these strategies indirectly
take account of the level of certainty in the various performance estimates.

We consider now the stability of the integrity of the performance estimates in
time. If plan p; is not executed the information loss in X]’ for one time step due
to the effect of Equation 1 is: 4 x H(X}). If no plans in .4 are executed during
one time step then the total information loss in 4" is: A x Y, H(X]). If plan p; is
executed the information gain in X]’ due to the effect of Equation 2 is: i x H(X;),
but this observation may effect the other variables in .47 due to Equation 3, and
the total information gain in .4 is: p x ¥, Sim(p;, px) x H(X]). Assuming that at
most one plan in 4" is executed during any time step, and that the probability of
one plan being executed in any time step is ) ; the expected net information gain of
N+ compared with A7 is:

X'.U'Z‘]j'ZSim(PjaPk)'H(Xlé)_l'ZH(XIE) (6)
J k k

If this quantity is negative then the agent may decide to take additional steps to
gain performance measurements so as to avoid the integrity of these estimates from
consistently declining.

We now consider the parameters A and u to be used with the strategy in Equa-
tion 4. The effect of Equation 1 on variable V; after ¢ units of time is:

(I=(1=2)") xD(Vp,) + (1 =A)" x V[0
The probability that plan p; will be activated at any particular time is:

E(Vp)

X BV

and the mean of these probabilities for all plans is: %. So the mean number of time
units between each plan’s activation is: % In the absence of any intuitive value for
A, a convenient way to calibrate A is in terms of the expected total decay towards
D(V,,) between each activation — this is expressed as some constant ¢, where 0 <
¢ < 1. For example, ¢ = % means that we expect a 50% decay between activations.
The value of A that will achieve this is: A = 1 — (1 — ¢)**". Then the value for
U is chosen so that the expression (6) is non-negative. Using these values should
ensure that the probability distributions for the random variables V; remain within
reasonable bounds, and so remain reasonably discriminating.
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It would be nice to derive a method that was optimal in some sense, but this is
unrealistic if the only data available is historic data such as the V). In real situations
the past may predict the future to some degree, but can not be expected to predict
performance outcomes that are a result of interactions with other autonomous agents
in a changing environment. As a compromise, we propose to use (5) with values for
A and p determined as above. (5) works with the whole distribution rather than (4)
that works only with point estimates, but is algebraically simpler. These methods
are proposed on the basis that the historic observations are all that & has.

4 Preferences

Agent o’s preferences is a relation defined over an outcome space, where s; < 52
denotes “o prefers s, to s1”. Elements in the outcome space may be described either
by the world being in a certain state or by a concept in the ontology having a certain
value. If an agent knows its preferences then it may use results from game theory
or decision theory to achieve a preferred outcome in some sense. For example, an
agent may prefer the concept of price (from the ontology) to have lower values than
higher, or to purchase wine when it is advertised at a discount (a world state). In
practice the articulation of a preference relation may not be simple.

Consider the problem of specifying a preference relation for a collection of fifty
cameras with different features, from different makers, with different prices, both
new and second hand. This is a multi-issue evaluation problem. It is realistic to sug-
gest that “a normal intelligent human being” may not be able to place the fifty cam-
eras in a preference ordering with certainty, or even to construct a meaningful prob-
ability distribution to describe it. The complexity of articulating preferences over
real negotiation spaces poses a practical limitation on the application of preference-
based strategies.

In contract negotiation the outcome of the negotiation, (a’ b ), is the enactment
of the commitments, (a,b), in that contract, where a is &’s commitment and b is 3’s.
Some of the great disasters in market design [5], for example the Australian Foxtel
fiasco, could have been avoided if the designers had considered how the agents
were expected to deviate (a’,b') from their commitments (a,b) after the contract is
signed.

Consider a contract (a,b), and let (P, (d’|a), P, (b'|b)) denote a’s estimate of
what will be enacted if (a,b) is signed. Further assume that the pair of distributions
P! (a'|a) and P, ('|b) are independent [3]° and that « is able to estimate P%, (a'|a)
with confidence. o will only be confident in her estimate of P, (5'|b) if B’s actions
are constrained by norms, or if o has established a high degree of trust in . If o
is unable to estimate P, (b'|b) with reasonable certainty then put simply: she won’t
know what she is signing. For a utilitarian o, (a1,b1) <¢ (a2,b;) if she prefers
(P (d))az), P, (Bh]b2)) to (P (d}|ar), Py (P} |b1)) in some sense.

3 That is we assume that while « is executing commitment a she is oblivious to how B is executing
commitment b and vice versa.
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One way to manage contract acceptance when the agent’s preferences are un-
known is to found the acceptance criterion instead on the simpler question: “how
certain am I that (a,b) is a good contract to sign?” — under realistic conditions this
is easy to estimate®.

So far we have not considered the management of information exchange. When
a negotiation terminates it is normal for agents to review what the negotiation has
cost ex post; for example, “I got him to sign up, but had to tell him about our plans
to close our office in Girona”. It is not feasible to attach an intrinsic value to infor-
mation that is related to the value derived from enactments. Without knowing what
use the recipient will make of the “Girona information”, it is not possible to relate
the value of this act of information revelation to outcomes and so to preferences.

While this negotiation is taking place how is the agent to decide whether to re-
veal the “Girona information”? He won’t know then whether the negotiation will
terminate with a signed contract, or what use the recipient may be able to make of
the information in future, or how any such use might affect him. In general it is un-
feasible to form an expectation over these things. So we argue that the decision of
whether to reveal a piece of information should not be founded on anticipated ne-
gotiation outcomes, and so this decision should not be seen in relation to the agent’s
preferences. The difficulty here is that value is derived from information in a fun-
damentally different way to the realisation of value from owning a commodity, for
example’.

A preference-based strategy may call upon powerful ideas from game theory. For
example, to consider equilibria a will require estimates of ]P’;3 (d'|a) and ]P’;3 (b'|b) in
addition to P, (d’|a) and P, (b’ |b) — these estimates may well be even more specu-
lative than those in the previous paragraph. In addition she will require knowledge
about f’s utility function. In simple situations this information may be known, but
in general it will not.

5 Information-based strategies

An information-based agent’s deliberative logic consists of:

1. The agent’s raison d’étre — its mission — this may not be represented in the
agent’s code, and may be implicit in the agent’s design.

4 In multi-issue negotiation an agent’s preferences over each individual issue may be known with
certainty. Eg: she may prefer to pay less than pay more, she may prefer to have some feature to
not having it. In such a case, if some deals are known to be unacceptable with certainty, some are
known to be acceptable with certainty, and, perhaps some known to be acceptable to some degree
of certainty then maximum entropy logic may be applied to construct a complete distribution rep-
resenting ‘certainty of acceptability’ over the complete deal space. This unique distribution will be
consistent with what is known, and maximally noncommittal with respect to what is not known.

5 If a dialogue is not concerned with the exchange of anything with utilitarian value, then the two
agents may feel comfortable to balance the information exchanged using the methods in [10].
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2. A set of values, IT, — high level principles — and a fuzzy function v : (S X A X
IT) — fuz, that estimates, when the world is in state s € S, whether the agent
performing action a € A supports or violates a value 7w € I1.

3. A strategy that provides an overarching context within which the plans are exe-
cuted — see Section 5. The strategy is responsible for the evolution of the rela-
tionships between the agents, and for ensuring that plans take account of the state
of those relationships.

4. A hierarchy® of needs, N, and a function 6 : N — Z(S) were o(n) is the set of
states that satisfy need n € N. Needs turn ‘on’ spontaneously, and in response to
triggers, T; they turn ‘off’ because the agent believes they are satisfied.

5. A set of plans, P — Section 2.

In this model an agent knows with certainty those states that will satisfy a need,
but does not know with certainty what state the world is in.

We now describe the strategic reasoning of an information-based agent. This
takes account of the, sometimes conflicting, utilitarian and information measures of
utterances in dialogues and relationships. This general definition may be instantiated
by specifying functions for the y; in the following.

The following notation is used below. R! denotes the relationship (i.e. the set
of all dialogues) between « and f3; at time ¢. Intimacy is a summary measure of a
relationship or a dialogue and is represented in . We write I! to denote the intimacy
of that relationship, and I(d) to denote the intimacy of dialogue d. Likewise B} and
B(d) denotes balance.

The Needs Model. « is driven by its needs. When a need fires, a plan is chosen to
satisfy that need using the method in Section 3. If « is to contemplate the future
she will need some idea of her future needs — this is represented in her needs
model: v : T — x"[0,1] where .7 is time, and: v(t) = (n},...,n}) where n} =
P(need i fires at time 7).

Setting Relationship Targets. On completion of each dialogue of which « is a
part, she revises her aspirations concerning her intimacy with all the other agents.
These aspirations are represented as a relationship target, T}, for each f;, that is
represented in 4. LetI' = (I},....I}), B' = (B),...,B,) and T' = (T{,...,T}), then
T' = y; (v, I',B') — this function takes account of all §; and aims to encapsulate an
answer to the question: “Given the state of my relationships with my trading part-
ners, what is a realistic set of relationships to aim for in satisfaction of my needs?”.
Activating Plans. If at time ¢, some of &’s active needs, Nf1 are not adequately7
being catered for, Nfleglect, Péctilve to take
account of those needs:

ctive?’

. . '
by existing active plans, P, then select

ctive’

6 In the sense of the well-known Maslow hierarchy [7], where the satisfaction of needs that are
lower in the hierarchy take precedence over the satisfaction of needs that are higher.

7 For each need n, o(n) is the set of states that will satisfy n. For each active plan p, P(S, =
s) is probability distribution over the possible terminal states for p. During p’s execution this
initial estimation of the terminal state is revised by taking account of the known terminal states
of executed sub-plans and ’(S,; = s) for currently active sub-plans p’ chosen by p to satisfy sub-

goals. In this way we continually revise the probability that Pzi;tfve will satisfy o’s active needs.
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t+1 t 1 t
Pactlve WZ( dCthC7NanICCt7 dCthC’I T )

The idea being that or will wish select Pj;llve S0 as to move each observed intimacy

I! towards its relationship target intimacy 7. Having selected a plan p, E(U),) and
E(G,) assist a to set the dialogue target, D, for the current dialogue [10]. In Sec-
tion 3 we based the plan selection process on a random variable V,, that estimates the
plan’s performance in some way. If ¢ is preference-aware then V), may be defined
in terms of its preferences.

Deactivating Plans. If at time 7, a subset of o’s active plans, P, C Pi

active’
quately caters for a’s active needs, N, ;... then:

ade-

Pt+1 (Pt

active dCtiVC’ dCthC’ r Tt)

is a minimal set of plans that adequately cater for N, ;. . in the sense described
above. The idea here is that P;;lLe will be chosen to best move the observed intimacy
I! towards the relationship target intimacy 7;' as in the previous paragraph.

The work so far describes the selection of plans. Once selected a plan will deter-

mine the actions that & makes where an action is to transmit an utterance to some
agent determined by that plan. Plans may be bound by interaction protocols speci-
fied by the host institution.
Executing a Plan — Options. [10] distinguishes between a strategy that determines
an agent’s Options from which a single kernel action, a, is selected; and tactics that
wrap that action in argumentation, a* — that distinction is retained below. Suppose
that o has adopted plan p that aims to satisfy need n, and that a dialogue d has
commenced, and that @ wishes to transmit some utterance, u, to some agent f3;. In a
multi-issue negotiation, a plan p will, in general, determine a set of Options, A;, (d)
— if o is preference aware [Section 4] then this set could be chosen so that these
options have similar utility. Select a from A’,(d) by:

a = ya(A, (@), 11, DL,1(d),B(d))

that is the action selected from A;, (d) will be determined by o’s set of values, I,
and the contribution @ makes to the development of intimacy.

If d is a bilateral, multi-issue negotiation we note four ways that information
may be used to select a from A},(d). (1) o may select a so that it gives f; similar
information gain as f3;’s previous utterance gave to «. (2) If a is to be the opening
utterance in d then o should avoid making excessive information revelation due to
ignorance of f3;’s position and should say as little as possible. (3) If a requires some
response (e.g. a may be an offer for §; to accept or reject) then & may select a
to give her greatest expected information gain about f3;’s private information from
that response, where the information gain is either measured overall or restricted to
some area of interest in .Z". (4) If a is in response to an utterance ' from f; (such
as an offer) then & may use entropy-based inference to estimate the probability that
she should accept the terms in @’ using nearby offers for which she knows their
acceptability with certainty [9].
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Executing a Plan — Tactics. The previous paragraph determined a kernel action,
a. Tactics are concerned with wrapping that kernel action in argumentation, a™. To
achieve this we look beyond the current action to the role that the dialogue plays in
the development of the relationship:

In [10] stance is meant as random noise applied to the action sequence to prevent
other agent’s from decrypting &’s plans. Stance is important to the argumentation
process but is not discussed here.

6 Conclusion

In this paper we have presented a number of measures to value information includ-
ing a new model of confidentiality. We have introduced a planning framework based
on the kernel components of an information-based agent architecture (i.e. decay, se-
mantic similarity, entropy and expectations). We have defined the notion of strategy
as a control level over the needs, values, plans and world model of an agent. Finally,
the paper overall offers a model of negotiating agents that integrates previous work
on information-based agency and that overcomes some limitations of utility-based
architectures (e.g. preference elicitation or valuing information).
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Teaching Autonomous Agents to Move in a
Believable Manner within Virtual Institutions

A. Bogdanovych, S. Simoff, M. Esteva, and J. Debenham

Abstract Believability of computerised agents is a growing area of research. This
paper is focused on one aspect of believability - believable movements of avatars
in normative 3D Virtual Worlds called Virtual Institutions. It presents a method for
implicit training of autonomous agents in order to “believably” represent humans
in Virtual Institutions. The proposed method does not require any explicit training
efforts from human participants. The contribution is limited to the lazy learning
methodology based on imitation and algorithms that enable believable movements
by a trained autonomous agent within a Virtual Institution.

1 Introduction

With the increase of the range of activities and time humans spend interacting with
autonomous agents in various computer-operated environments comes the demand
for believability in the behaviour of such agents. These needs span from the boom-
ing game industry, where developers invest their efforts in smart and absorbingly
believable game characters, to inspiring shopping assistants in the various areas of
contemporary electronic commerce.

Existing research in the field of believable agents has been focused on imparting
rich interactive personalities [1]. Carnegie-Mellon set of requirements for believable
agents include personality, social role awareness, self-motivation, change, social re-
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lationships, and “illusion of life”. The research in building mo-dels of different fea-
tures that contribute to believability utilises the developments in cognitive modeling
and attempts to formalise those models in computational form to implement them
in virtual environments [2].

Integrating these believability characteristics into virtual environments (i) is asso-
ciated with computational and architectural complexity; (ii) is platform and problem
dependent, and (iii) is essentially far from achieving a high level of believability [3].
In order to address these drawbacks, rather than identifying, modeling and imple-
menting different characteristics of believability some researchers investigate the
automated approach of learning by imitation [4]. Imitation learning is most effective
in environments where the actions of a human principal are fully observable and are
easy to interpret by the agent [5]. Virtual Worlds where both humans and agents are
fully immersed are quite efficient in terms of human observation facilities [5]. Even
better means of observation are offered by Virtual Institutions [6] - a new class of
normative Virtual Worlds, that combine the strengths of Virtual Worlds and norma-
tive multi-agent systems, in particular, electronic institutions [7]. In this “symbiosis”
Virtual Worlds provide the visual interaction space and Electronic Institutions en-
able the rules of interaction. The environment assumes similar embodiment for all
participants, so every action that a human performs can be observed and reproduced
by an agent, without a need to overcome the embodiment dissimilarities. Moreover,
the use of Electronic Institutions provides context and background knowledge for
learning, helping to explain the tactical behavior and goals of the humans.

Further in the paper we outline the learning method called “implicit training”.
The explanation of this method and its role within Virtual Institutions is structured
as follows. Section 2 outlines the basics of Virtual Institutions technology. Section 3
presents the principles of the implicit training method, with the implementation de-
tails given in Section 4. Section 5 describes the experimental results on learning to
move in believable manner. Section 6 concludes the paper.

2 Virtual Institutions

Virtual Institutions are 3D Virtual Worlds with normative regulation of participants’
interactions [6]. The development of such Virtual Worlds is separated into two
phases: specification of the institutional rules and design of the visualization. The
specification defines which actions require institutional verification while the rest of
the actions are assumed to be safe and can be instantly performed. Rule specification
utilises the “Electronic Institutions” methodology [7], which provides facilities for
formalizing the interactions of participants through interaction protocols and run-
time infrastructure that ensures the validity of the specified rules and their correct
execution. The rules of a Virtual Institution are determined by three types of con-
ventions (for detailed explanation see [7]):

1. Conventions on language form the Dialogical Framework dimension. It de-
termines language ontology and illocutionary particles that agents should use, roles
they can play and the relationships or incompatibilities among the roles.
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2. Conventions on activities form the Performative Structure dimension. It de-
termines in which types of dialogues agents can engage during the activities they
perform in a scene, which protocols to use in the dialogues, which sublanguage of
the overall institutional language can be used in each scene, and which conventions
regulate the in and out flux of agents in scenes. Scenes are interconnected through
“transitions” to form a network that represents sequences of activities, concurrency
of activities or dependencies among them.

3. Conventions on behavior form the Norms dimension. Electronic Institutions
restrict agent actions within scenes to illocutions and scene movements. Norms de-
termine the commitments that agents acquire while interacting within an institution.
These commitments restrict future activities of the agent. They may limit the possi-
ble scenes to which agents can go, and the illocutions that can henceforth be uttered.

Virtual Institutions are visualized as 3D Virtual Worlds, where a single Virtual
Institution is represented as a building located inside the space labeled as “garden.”
The visualization is aligned with the formalised institution rules. The participants
are visualized as avatars. Only participants with specified roles can enter the institu-
tional buildings, where they can act according to the rules specification of respective
institution. Each institutional building is divided into a set of rooms (every room rep-
resents a scene), which are separated by corridors (transitions) and doors. The doors
are open or closed for a participant depending on the acceptance of participant’s role
by the corresponding scene and the execution state of the institution. Inside each of
the rooms only actions that comply with the protocol of the corresponding scene
can be executed (for more details see [6]).

MeetingRoom

RugistrationRoom” enterTransition ” TradeRoom

Tranaition?
enterScen Bid(Fish, 10) K

exitTransition|

exitTransition |lenterScene

Transition1

exitScene || enterTransition

Auanear

Fig. 1 Outline of a prototypical Virtual Institution containing 3 scenes.

Fig. 1 outlines a prototypical Virtual Institution containing 3 scenes - Registra-
tionRoom, MeetingRoom and TradeRoom, visualized as rooms connected via cor-
ridors. The actions controlled by the institution (institutional level actions) include:
enterScene, exitScene, enterTransition, exitTransition and login. The rest of the ac-
tions (visual level actions) require no institutional control, these are: moving, jump-
ing, colliding with objects, turning etc. The directed line represents the trajectory of
the participant’s movement. The solid figure is the participant, the rest correspond
to internal agents (employees of the institution), in this case, a Receptionist and
an Auctioneer. The Receptionist verifies the login and password of the participant
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in the Registration Room, and unlocks the doors to other rooms if the identity of
the participant is proven. The Auctioneer sells different goods in the TradeRoom.
It announces the product to be auctioned, waits for incoming bids and sells it to
the winner. The Meeting Room is used for social interaction between buyers. In the
scenario shown in Fig. 1 the goal of the human is to buy fish in the TradeRoom.

3 Principles of Implicit Training in Virtual Institutions

Existing 3D Virtual Worlds are mostly human centered with very low agent in-
volvement. Virtual institutions, in contrast, is an agent-centered technology, which
treats humans as heterogenous, self-interested agents with unknown internal archi-
tecture. Every human participant (principal) is always supplied with a corresponding
software agent, that communicates with the institutional infrastructure on human’s
behalf. The couple agent/principal is represented by an avatar. Each avatar is manip-
ulated by either a human or an autonomous agent through an interface that translates
all activities into terms of the institution machine understandable language. The au-
tonomous agent is always active, and when the human is driving the avatar the agent
observes the avatar actions and learns how to make the decisions on human’s behalf.
At any time a human may decide to let the agent control the avatar via ordering it to
achieve some task. If the agent is trained to do so it will find the right sequence of
actions and complete the task in a similar way a human would.

The training of autonomous agents in Virtual Institutions happens on both visual
and institutional levels. The actions of the visual are important for capturing human-
like movement. The actions of the institutional level, on the one hand, help the
autonomous agent to understand when to start and stop recording the actions of the
visual level and which context to assign to the recorded sequences. On the other
hand, analyzing the sequence of institutional level actions helps, in a long run, to
understand how to reach different rooms and separate the sequences of actions there
into meaningful logical states of the agent.

Every dimension of the institutional specification contributes to the quality of
learning in the following way.

Dialogical Framework: the roles of the agents enable the separation of the ac-
tions of the human into different logical patterns. The message types specified in
the ontology help to create a connection between the objects present in the Virtual
Worlds, their behaviors and the actions executed by the avatars.

Performative Structure: Enables grouping of human behavior patterns into ac-
tions relevant for each room.

Scene Protocols: Enable the creation of logical landmarks within human action
patterns in every room.

4 Implementation of the Implicit Training Method

The implicit training has been implemented as a lazy learning method, based on
graph representation. The Virtual Institution corresponds to the scenario outlined in
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Fig. 1. It is visualised as a garden and an institutional building inside the garden.
The institutional building consists of 3 rooms connected by corridors. Starting as
an avatar in the garden, each participant can enter inside the building and continue
moving through the rooms there. In our case, the participants in the institution play
two different roles: receptionist and guest. The implicit training method is demon-
strated on learning movement styles.

4.1 Constructing the learning graph

When a human operator enters the institution, the corresponding autonomous agent
begins recording operator’s actions, storing them inside a learning graph similar to
the one outlined in Fig. 2. The nodes of this graph correspond to the institutional
messages, executed in response to the actions of the human. Each of the nodes is
associated with two variables: the message name together with parameters and the
probability P(Node) of executing the message. The probability is continuously up-
dated, and in the current implementation it is calculated as follows:

n
P(Node) = = (1)
no
Here n, is the number of times a user had a chance to execute this particular
message and n, is the number of times when s/he actually did execute it.

<al, sl>, <al, s1>, <al, sl1>,

<ag, 88>, <ag, 88>, <ag, 80>,
P(Node), . P(Node), P(Node),
Enterlnstitution EnterEnterScene ExitScene
(Simplelnstitution) (root) (root)
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<ag, 8>, <ag, 82>, <al, 82>,
P(Node), P(Node), P(Node), F(NOde.).’
Login EnterScene EnterTransition ExitTransition
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<al, sl>,

<al, s1>,
<ag, 88>,

<al, s8>,

P(Node),
EnterScene
(Meeting)
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(toOutput) (toOutput)

Fig. 2 A fragment of the learning graph.

The arcs connecting the nodes are associated with the prerecorded sequences of
the visual level actions (sq,...,s,) and the attribute vectors that influenced them
(ai,...,a). Each pair (a,,s,) is stored in a hashtable, where a; is the key of the
table and s; is the value. Each a; consists of the list of parameters:
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ai = {p1,... px) @

A simplifying assumption behind the training is that the behaviour of the princi-
ple is only influenced by what is currently visible through the field of view of the
avatar. We limit the visible items to the objects located in the environments and other
avatars. So, the parameters used for learning are recorded in the following form:

pPi= <V07Vav> (3)

where V,, is the list of currently visible objects; V,,, is the list of currently visible
avatars. The list of the visible objects is represented by the following set:

VO:{<01>D1>ﬂ'-~7<0j7Dj>7~~'7<0m7Dm>} “)

where O; are the objects that the agent is able to see from it’s current position in the
3D Virtual World; D; are the distances from the current location of the agent to the
centers of mass of these objects.

The list of visible avatars is specified as follows:

Vav:{<N1,R1,DAV1>,...,<NP,R]<,DAV,,>} (5)

Here, Ny correspond to the names of the avatars that are visible to the user, Ry, are
the roles played by those avatars, and DAvy are the distances to those avatars. Each
of the sequences (s;) consists of the finite set of visual level actions:

si = (SA1,S42,...,5A,) ©6)

Each of those actions defines a discrete state of the trajectory of avatar’s move-
ment. They are represented as the following vector:

SA; = (pos,r,h,b) @)

where pos is the position of the agent, r is the rotation matrix, 4 is the head pitch
matrix, b is the body yaw matrix. Those matrices provide the most typical way to
represent a movement of a character in a 3D Virtual World.

Each time an institutional message is executed, the autonomous agent records the
parameters it is currently able to observe, creates a new visual level sequence and
every 50 ms adds a new visual level message into it. The recording is stopped once
a new institutional message is executed.

4.2 Applying the learning graph

Once the learning graph is completed an agent can accept commands from the prin-
cipal. Each command includes a special keyword “Do:” and a valid institutional
level message, e.g. “Do:EnterScene(Meeting)”. The nodes of the learning graph are
seen as internal states of the agent, the arcs determine the mechanism of switching
between states and P(Node) determines the probability of changing the agent’s cur-



Teaching Agents to Move in a Believable Manner within Virtual Institutions 61

rent state to the state determined by the next node. Once the agent reaches a state
S(Node;) it considers all the nodes connected to Node; that lead to the goal node
and conducts a probability driven selection of the next node (Nodey). If Nodey is
found: the agent changes its current state to S(Nodey) by executing the best match-
ing sequence of the visual level actions recorded on the arc that connects Node; and
Nodey. If there are no visual level actions recorded on the arc - the agent sends the
message associated to Nodey and updates it’s internal state accordingly.

For example, let the agent need to reach the state in the learning graph expressed
as “S(EnterInstitution(Simplelnstitution))”. To achieve this it has to select and
execute one of the visual level action sequences stored on the arc between the current
node and the desired node of the learning graph. The parameters of this sequence
must match the current situation as close as possible. To do so the agent creates
the list of parameters it can currently observe and passes this list to a classifier
(currently, a nearest neighbor classifier [8]). The later returns the best matching
sequence and the agent executes each of its actions. The same procedure continues
until the desired node is reached.

5 Experiments on Learning Believable Movement

During 10 sessions we have trained an autonomous agent to believably act in the
institution from Fig. 1. We started recording the actions of the human playing the
“guest” role in the garden, facing the avatar towards different objects and having the
receptionist agent located in various positions. In each training session the trajectory
was easily distinguishable given the observed parameters.

Fig. 3 Training the agent in the garden.

Fig. 3 gives an impression of how the training was conducted. It shows fragments
of the 4 different trajectories (displayed as dotted lines - S;...S4) generated by the
“guest” avatar. The arrows marked with S;...S4 correspond to the direction of view
of the avatar at the moment when the recording was initiated. The location of the
receptionist agent, it’s role and position together with the objects located in the en-
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vironment and distances to them were the parameters used for learning. In Fig. 3 the

objects include “Pinetree”, “tussiCubical”, “advDoor” and the receptionist, showed
in the figure as “janedoe”.

Table 1 Parameters used in the training session.

parameterID | parameterName | _possibleValues

I3 JanedoeRole | { recep.null,guest |
J23 DISTadvDoor numeric
P3 DISTPineTree4 numeric
P4 DISTBareTree numeric
Ps SEEfontain {yn}
P6 DISTtussiCubical numeric
7 DISTPineTree3 numeric
)2 DISTPineTree2 numeric
P9 DISTPineTreel numeric
Jan SEEtussiCubical y.n
P11l SEEBareTree y.n
P12 SEEadvDoor y.n
P13 SEEshrub3 y.n
P14 SEEshrub2 y.n
P15 DISTfontain numeric
Pl6 SEEshrubl {yn}
r| DISTshrub3 numeric
Py SEEPineTree4 {yn}
P19 DISTshrub2 numeric
P20 SEEPineTree3 {yn}
P21 DISTshrubl numeric
22 SEEPineTree2 y.n
3 SEEPineTreel y.n
P4 SEEjanedoe y.n
P25 DISTjanedoe numeric

The agent has been trained to enter the Meeting Room. The resultant learning
graph was similar to the one in Fig. 2. Table 1 presents the list of all parameters
stored in the graph on the arc between “root” and “EnterInstitution(Simplelnstitution)”
nodes. Parameters, having names beginning with: (i) “SEE” correspond to the ob-
jects or avatars that were appearing in the field of view of the user at the moment of
recording; (ii) “DIST” correspond to the distance measure between the user and the
center of mass of a visible object. The distance to objects not visible is equal to zero.
Parameter “janedoeRole” defines the role of the receptionist agent “janedoe”. When
the receptionist was not visible in the field of view of the trained guest agent, the val-
ues of janedoeRole is “null”. When the “jandoe” was located outside the institution
it’s role was “guest” and inside the registration room it was “receptionist”.

Table 2 A fragment of the data used in the training session.

Nr| p1_ Py P3 P4 Ps Pe P7 P8 P9 P10 P11 P12 P13 P14 P15 Pi6 P17 P18 P19 P20 P21 P22 P23 P24 Pos| S
I{fnul 0 0 0 n 00 03 n n n n n 0O n O n O n 0 n y n 0[S
20 recep 0 0 0 n 55 0 039 y n n n n O n O n 0O n 0 n y y 67|
3fnul 0 0 0y 061 0 0 n n n n n 9% y O n O y 70 n n n 0]S3
4 mull 74 0 0y 061 00 n n y n n 95 y 0 n 0 y 67 n n n 0[S
Sfrecep 0 0 0 n 56 0 0 0 y n n n n O n O n O n 0 n n y 68]|S

6fnul_ 0 0 0 n 0 04377 n n n _n y O n 0 n 48 n 0 y y n 0[S
Tfguest 0 0 0y 0 0 00O n n n n n 9% y O n O n 6 n n y 24[8
8fnul 0 024 n 00 00 n y n y n O n 42 n 0 n 0 n n n 0[S
9fnul 0 0 00 n 0 00O n n n n n O n O n O n O n n n 0]S
10fguest 0 41 0y 096 0 0 n n n n n 69 n 0 y 0 y 0 n n y 38|S

Table 2 presents the training data stored on the arc between “root” and “En-
terInstitution(Simplelnstitution)” during 10 recording sessions along the parame-
ters, listed in Table 1. The “S” column shows the acronyms of the sequences of
actions of the visual level of execution. The first four sequences correspond to the
trajectories S ...S4 outlined in Fig. 3.
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Each of the tests was conducted as follows. Two operators entered the Virtual
World by two different avatars: “janedoe” (driven by one of the researchers in our
lab), playing the “receptionist” or “guest” role and “agent0” (controlled by an in-
dependent observer), always playing the “guest” role. Both avatars were positioned
in various locations and the avatar “agent0)” was facing a selected direction (with
janedoe either visible or not). On the next step agent0 was instructed to leave
the garden, enter the institution, walk into the registration room, exit it and then
walk through the next transition to the Meeting Room. The agent then looked for
the right sequence of the institutional level actions, which in the given case were:
EnterInstitution(Simplelnstitution), EnterScene(root), ExitScene(root), EnterTran-
sition(rootToRegistration), ExitTransition(rootToRegistration), EnterScene(Regis-
tration), Login(test, test), ExitScene(Registration), EnterTransition(toMeeting), Exit-
Transition(toMeeting), EnterScene(Meeting). To execute those actions the agent
needed to launch the appropriate sequence of the visual level actions, stored on
the arcs of the learning graph. The classifier was given the list of currently observed
parameters as the input and as the output it returned the sequence that was supposed
to fit best. After completion of recording, we conducted a series of 20 tests to check
whether the trained agent would act in a believable manner. Table 3 presents the
experiments’ results.

Table 3 Classifier performance: input data and recommendations.

Nrl p| Py P3 P4 Ps Pg P7 P8 P9 P10 P11 P12 P13 P14 P15 Pl6 P17 PI8 P19 P20 P21 P2) P23 P4 Pos| S
Ti{guest 0 0 0 n 0 0 0 0 n n n n y O y O n 4 n Ol n n _y 36|85
12/nul 0 0 0 n 590 03 y n n n n 0 n 0 n 0O n 0 n y n 0[5
T3[guest 0 36 0 y 091 0 0 n_n_n n n 75 y 0 y 0 y 6 1 _n_y 17[5
4fnul 0 0 0y 00 00 n n n n n 3 y 0 n 0 n 8 n n n 0]S
I5{nul 0 077 y 00 00O n y n y n 3 n 9 n 0 n 0 n n n 0]S
l6jguest 0 0 0 n 0 0 00O n n n n n O n O n O n 0 n n y 25|85
17|guest 0 0 86 n 0 0 0 O n y n y n O n 77 n 0O n O n n y 34]S5
18|null 65 0 0 y 0510 0 n n y mn n 8 m 0 n 0 y 0 n n n 0]
9frecep 0 0 0 n 41 0 0 0 y m n n n 0O n O n O n O n n y 51|Ss
20frecep 0 0 0 n 720 4140 y n n n n 0O n 0O n O n 0 y y y 78S
2lfguest 0 0 0 n 0 0639 n n n n y O n O n 42 n 0 y y y 18]S
22|null 0 0 0y 0 180 0 n n n n n 50 y 0 n 0 y 9 n n n 0]S
23fmnul 00 0 n 0000 n n n n n O n O n O n O n n n 0]
24fguest 0 95 0 y 0 0 0 0 n n n n n 71 y 0 y 0 n 4 n n y 14]8;
25[guest 0 0 0 y 0260 0 n n n n y 59 y 0 n 8 y 8 n n y 7|8
26lnull 0 0 0y 020 0 0 n n n n y 59 y 0 n 8 y 8 n n n 0[S
27/null 0 0 43 n 0 0 0 0O n y n y =n O n 60 n O n O n n n 0[S
28{null 0 45 0 y 09 0 0 n n n n n S8 n 0 y 0 y 0 n n n 0]S
29{mul 00 0 n 00 00O n n n y n O n 6 n 0 n 0 n n n 0]
30fguest 0 0 0 n 00 0 0 n n n y n O n 63 n 0 n 0 n n y 14]S5

Fig. 4 shows the eye direction of the guest and the positions of both avatars. Solid
dots marked with the number of experiment in the figure correspond to the positions
of the guest. The arrows represent guest’s eye direction. The female figure marked
with the experiment number shows the positions of the receptionist (when it was
visible to the guest). The experiment numbers in Fig. 4 correspond to the ones spec-
ified in the “Nr” columns in Table 2 and Table 3. The numbers 1-10 are the initial
recordings and 11-30 represent the conducted experiments. The “S” column in Ta-
ble 3 outlines the acronyms of the action sequences (as used in Table 2) executed by
the agent as a result of classifier’s recommendation.

In every test the believability of the movement was assessed by an independent
observer. In all cases it was evaluated as believable.
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Fig. 4 Design of the experiments in the institution space.

6 Conclusion

We have presented the concept of implicit training used for teaching human behav-
ioral characteristics to autonomous agents in Virtual Institutions. The developed pro-
totype and conducted experiments confirmed the workability of the selected learning
method and the validity of the implicit training concept.
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Mining Fuzzy Association Rules from Composite Items

M. Sulaiman Khan'!, Maybin Muyeba?, and Frans Coenen?

Abstract This paper presents an approach for mining fuzzy Association Rules (ARs)
relating the properties of composite items, i.e. items that each feature a number of values
derived from a common schema. We partition the values associated to properties into fuzzy
sets in order to apply fuzzy Association Rule Mining (ARM). This paper describes the
process of deriving the fuzzy sets from the properties associated to composite items and a
unique Composite Fuzzy Association Rule Mining (CFARM) algorithm founded on the
certainty factor interestingness measure to extract fuzzy association rules. The paper
demonstrates the potential of composite fuzzy property ARs, and that a more succinct set of
property ARs can be produced using the proposed approach than that generated using a non-
fuzzy method.

1. Introduction

Association Rule Mining (ARM) is an important and well established data mining
topic. The objective of ARM is to identify patterns expressed in the form of
Association Rules (ARs) in transaction data sets [1]. The attributes in ARM data
sets are usually binary valued but it has been applied to quantitative and
categorical (non-binary) data [2]. With the latter, values can be split into ranges
such that each range represents a binary valued attribute and ranges linguistically
labelled; for example “low”, “medium”, “high” etc. Values can be assigned to
these range attributes using crisp boundaries or fuzzy boundaries. The application
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of ARM using the latter is referred to as fuzzy ARM (FARM) [3]. The objective
of fuzzy ARM is then to identify fuzzy ARs. Fuzzy ARM has been shown to
produce more expressive ARs than the “crisp” methods [3, 5, 8].

We approach the problem differently in this paper by introducing “Composite
Item Fuzzy ARM” (CFARM) whose main objective is the generation of fuzzy
ARs associating the “properties” linked with composite attributes [4], i.e.,
attributes or items composed of sets of sub-attributes or sub-items that conform to
a common schema. For example, given an image mining application, we might
represent different areas of each image in terms of groups of pixels such that each
group is represented by the normalized summation of the RGB values of the pixels
in that group. In this case the set of composite attributes (I ) is the set of groups,
and the set of properties (P ) shared by the groups is equivalent to the RGB
summation values (i.e. P = {R,G,B}). Another could be the market basket

analysis, where I is a set of groceries, and P is a set of nutritional properties that
these groceries posses (i.e. P = {Pr, Fe, Ca, Cu,..}) standing for protein, Iron etc.
Note that the actual values (properties) associated with each element of I will be
constant, unlike in the case of the image mining example. We note that there are
many examples depending on application area but we limit ourselves to these
given here.

The term composite item has been used previously in [6, 7] and defined as a
combination of several items e.g. if itemset {A, B} and {A, C} are not large then
rules {B}=>{A} and {C}>{A} will not be generated, but by combining B and C
to make a new composite item {BC} which may be large, rules such as
{BC} > {A} may be generated. In this paper we define composite items differently
as indicated earlier, to be an item with properties (see Sect. 3). This definition is
consistent in [4] which also defines composite attributes in this manner, i.e. an
attribute that comprises two or more sub-attributes.

In this paper, the concept of “Composite item” mining of property ARs is
introduced, the potential of using property ARs in many applications and a
demonstration of the greater accuracy produced using the certainty factor measure.
In addition, it is demonstrated that a more succinct set of property ARs (than that
generated using a non-fuzzy method) can be produced using the proposed
approach.

The paper is organised as follows; section 2 presents a sequence of basic
concepts, section 3 presents the methodology with an example application, Section
4 presents results of the CFARM approach and section 5 concludes the paper with
a summary of the contribution of the work and directions for future work.

2. Problem Definition

The problem definition consists of basic concepts to define composite items,
fuzzy association rule mining concepts, the normalization process for Fuzzy
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Transactions (F7) and interestingness measures. Interested readers can see [11] for
the formal definitions and more details.

To illustrate the concepts, we apply the methodology using market basket
analysis where the set of groceries have a common set of nutritional quantitative
properties. Some examples are given in Table 1.

Table 1 Composite items (groceries) with their associated properties (nutrients)

Items/Nutrients Protein Fibre Carbohydrate Fat
Milk 3.1 0.0 4.7 0.2
Bread 8.0 33 43.7 1.5
Biscuit 6.8 4.8 66.3 22.8

To illustrate the context of the problem, Table 1 shows composite edible items,
with common properties (Protein, Fibre,...). The objective is then to identify
consumption patterns linking these properties and so derive fuzzy ARs.

2.1 Basic Concepts

A Fuzzy Association Rules [8] is an implication of the form:
if <A,X> then <B, Y>
where A and B are disjoint itemsets and X and Y are fuzzy sets. In our case the

itemsets are made up of property attributes and the fuzzy sets are identified by
linguistic labels.

A Raw Dataset D consists of a set of transactions 7" = {t ,¢,,-+-,tx}, a set of
composite  items [ = {i ,i,, " ’illl} and a set of properties

- th ”

P={p,,p,.»p,}. The “k™” property value for the “j”* item in the

«“i™ > transaction is given by t,[i;[v;]]. An example is given in Table 2 where

each composite item is represented using the notation <label, value>.

The raw dataset D (table 2) is initially transformed into a Property Dataset
D? (table 3) which consists of property transactions 77 ={¢,t/,---,t"} and a

set of property attributes P (instead of a set of composite items / ). The value for

each property attribute #”[p ;] (the “j "> oroperty in the “i”” property
transaction) has a value obtained by aggregating the numeric values for all p j in

t; (see Table 3). Thus:
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; [i_; (v 1] |
j=1
Prop value(t/[p,]) = /T M
. t,

Table 2 Example raw dataset D Table 3 Property data set D’
TID | Record TID X Y Z
I | {<a,{2,4,6}>, <b,{4.53}>} 1 30 | 45 | 45
2| {<c,{1,2,5}>,<d,{4,2,3}>} 2 25 | 20 | 40
3| {<a{24,6}> <c,{1,2,5}> <d,{4,1,3}>} 3 23 | 23 | 47
4 | {<b,{4,5,3}> <d,{4.2.3}>} 4 40 | 35 | 3.0

Once a property data set D? is defined, it is then transformed into a Fuzzy
Dataset D'. A fuzzy dataset D'consists of fuzzy transactions

T'= {t(,l‘ ;,...,t;} and a set of fuzzy property attributes P’ each of which has
fuzzy sets with linguistic labels L = {ll R 12 ,...,l‘ LI} (table 4). The values for each
property attribute tf’ [ P ,‘] are fuzzified (mapped) into the appropriate membership
degree values using a membership function £(¢[p;],,) that applies the value
of tip [ pj] to a label / + € L. The complete set of fuzzy property attributes P "is

givenby Px L.
Composite Itemset Value (CIV) table is a table that allows us to get property
values for specific items. The CIV table for Table 2 is given in Table 5 below.

Table 4 Properties table Table 5 CIV table
Property Linguisti.c values : ltem Property attributes
Low Medium High X Y Z
X V<23 20<1Vx<23 V=33 A 2 4 6
Y V<33 3.0<7x<43 Vi 4.1 B 4 5 3
Z Vi<4.0 3.6<V,<5.1 Vi>4.7 C 1 2 5
D 4 2 3

Properties Table provides a mapping of property attribute values tf’ [p j] to

membership values according to the correspondence between the given values to
the given linguistic labels. An example is given in Table 5 for the raw data set
given in Table 2.

A property attribute set 4, where A C PXx L, is a Fuzzy Frequent Attribute
Set if its fuzzy support value is greater than or equal to a user supplied minimum
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support threshold. The significance of fuzzy frequent attribute sets is that fuzzy
association rules are generated from the set of discovered frequent attribute sets.
Fuzzy Normalisation is the process of finding the contribution to the fuzzy

support value, m', for individual property attributes (¢[p j[lk]]) such that a
partition of unity is guaranteed. This is given by equation 2 where £ is the

membership function:
' "lp L,
L i) = 2D @
PINAGAVRINI)

If normalisation is not done, the sum of the support contributions of individual
fuzzy sets associated with an attribute in a single transaction may no longer be
unity which is undesirable.

Frequent fuzzy attribute sets are identified by calculating Fuzzy Support values.

Fuzzy Support (Supp .., ) is calculated as follows:

S [0

SuppFuzzy (A) = % (3)

where A ={a,,a,,...,a,} is a set of property attribute-fuzzy set (label) pairs.

A record l‘; “satisfies” A if A (- l‘; . The individual vote per record, l‘i is
obtaining by multiplying the membership degree associated with each attribute-
fuzzy set pair [i[/]] € 4.

2.2 Interestingness Measures

Frequent attribute sets with fuzzy support above the specified threshold are used to
generate all possible rules. Fuzzy Confidence (Confr,...) is calculated in the

same manner that confidence is calculated in classical ARM:

S, AUB
Coanuzzy (A —> B) = ppFuZzy( ) (4)
SuppFuzzy (A)

The Fuzzy Confidence measure (Conf Fuzzy) described does not use

Supp .., (B) but the Certainty measure (Cert) addresses this. The certainty

measure is a statistical measure founded on the concepts of covariance (Cov) and
variance (Var) and is calculated as follows:
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Cov(A4,B)

®)
\/Var(A) x Vat(B)

Cert(A — B) =

The value of certainty ranges from -1 to +1. We are only interested in rules that
have a certainty value greater than 0. As the certainty value increases from 0 to 1,
the more related the attributes are and consequently the more interesting the rule.

3. Methodology

To evaluate the approach, a market basket analysis data set with 600 composite
edible items is used and the objective is to determine consumers’ consumption
patterns for different nutrients using RDA. The properties for each item comprised
the 27 nutrients contained in the government sponsored RDA table (a partial list
consists of Biotin, Calcium, Carbohydrate, ...., Vitamin K, Zinc). These RDA
values represent a CIV table used in the evaluation. The property data set will
therefore comprise 600x27 =16200 attributes. The linguistic label set L was
defined as follows L — {Very Low (VL), Low (L), Ideal (I), High (H), Very High
(VH)}. Thus the set of fuzzy attributes A = P x L has 27x5 =135 attributes. A
fragment of this data (properties table) is given in Table 6.

Table 6 Fragment of market basket properties table?

Nutrients/| Very Low Low Ideal High Very High
Fuzzy

Ranges Min| Core |Max|Min| Core |Max|(Min| Core |Max|Min| Core Max|Min| Core
Fiber 0O [1[10] 15| 10 [15]|20| 25|20 {25|30| 35 [30] 33| 38 | 39 |35]40
Iron 0|68 |12 8 [12|16] 18 | 16 |18 19| 20 | 19|20 | 22 | 23 | 22|23
Protein | O [ 1 |15]30 | 10 [20 35| 40 | 35 {40 |60 | 65 | 60 | 65 | 75 | 80 | 75 | 70
Vitamin| 0 |15{150|200 | 150 {200{300 | 400 | 300 |350(440| 500 |440 | 490 | 550 | 600 | 550 |600
Zinc 0 |08 8 |10 | 8 [10|15]| 20| 15|20 (30| 40 |30 | 40 | 46 | 50 | 46 | 50

A representative fragment of a raw data set (1), comprising edible items, is

given in Table 7(a). This raw data is then cast into a properties data set (7' P)
using the given CIV/RDA table to give the properties data set in Table 7(b). It is
feasible to have alternative solutions here but we choose to code fuzzy sets {very

4 Values could be in grams, milligrams, micrograms, International unit or any unit. Here
Min is the minimum value i.e. & , Core is the core region ,3,5 and Max is the

maximum value ) in the trapezoidal fuzzy membership function.
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low, low, ideal, high, very high} with numbers {1, 2, 3, 4, 5} for the first nutrient
(Pr), {6, 7, 8,9, 10} for the second nutrient (Fe) etc [9]. Thus, data in Table 7(c)
can be used by any binary ARM algorithm.

Table 7 (a) ¢ Table 7 (b) ° Table 7 (c)
TID [ Items TID | Pr | Fe | Ca | Cu TID | Pr | Fe | Ca | Cu
1 X, Z 1 451150 86 | 28 1 3 (8 13 |16
2 |Z 2 910 |47 |15 2 1 6 12 | 16
3 |1XY,Z 3 |54 (150(133(29.5 3 318 15 |16
@Raw data (T') b Property data set (7'7) ¢ Conventional ARM data set

This approach only gives us, the total support of various fuzzy sets per nutrient
and not the degree of (fuzzy) support. This directly affects the number and quality
of rules as stated in Sect. 4. To resolve the problem, the fuzzy approach here
converts RDA property data set, Table 7(b), to linguistic values (Table 8) for each
nutrient and their corresponding degrees of membership reflected in each
transaction.

Table 8 Linguistic transaction file

TID Protein (Pr) Iron (Fe)
VL L Ideal H VH VL L Ideal H VH
1 0.0 0.7 0.3 0.0 0.0 0.0 0.0 0.8 0.2 0.0
2 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0
3 0.0 0.0 0.9 0.1 0.0 0.0 0.0 0.8 0.2 0.0
4

Table 8 shows only two nutrients, Pr and Fe (i.e. a total of 10 fuzzy sets).

4. Experimental Results

To demonstrate the effectiveness of the approach, we performed several
experiments using a real retail data set [10]. The data is a transactional database
containing 88,163 records and 16,470 unique items. For the purpose of the
experiments we mapped the 600 item numbers onto 600 products in a real RDA
table. Results in [11] were produced using synthetic dataset. In this paper, an
improvement from [11] is that we have used real dataset in order to demonstrate
the real performance of the proposed approach and algorithm.

The Composite Fuzzy ARM (CFARM) algorithm is a breadth first traversal
ARM algorithm, uses tree data structures and is similar to the Apriori algorithm
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[1]. The CFARM algorithm consists of several steps. For more details on
algorithm and pseudo code please see [11].

4.1 Quality Measures

In this section, we compare Composite Fuzzy Association Rule Mining
(CFARM) approach against standard Quantitative ARM (discrete method) with
and without normalisation. We compare the number of frequent sets and the
number of rules generated using both the confidence and the certainty
interestingness measure. Fig. 1 demonstrates the difference between the numbers
of frequent itemsets generated using Quantitative ARM approach with discrete
intervals and CFARM with fuzzy partitions. CFARMI1 uses data without
normalisation and CFARM2 uses normalised data. For standard Quantitative
ARM, we used Apriori-TFP algorithm [12]. As expected the number of frequent
itemsets increases as the minimum support decreases.

Figure 1 Number of frequent Itemsets % T o
. 80 i
generated using fuzzy support measures —— e T

Frequent Itemsets

Fuzzy Support

It is clear from the results that the algorithm that uses discrete intervals
produces more frequent itemsets than fuzzy partitioning method. This is because
standard ARM (using discrete intervals) generates numerous artificial patterns
resulting from the use of crisp boundaries. Conversley, fuzzy partitioning methods
generate more accurately the true patterns in the data set due to the fact that it
considers actual contribution of attributes in different intervals. CFARM2
produces comparatively less frequent itemsets than CFARM1, because the average
contribution to support counts per transaction is greater without using
normalization than with normalization.

Fig. 2 shows the number of rules generated using user specified fuzzy
confidence. Fig. 3 shows the number of interesting rules generated using certainty
measures values. Certainty measures (Fig. 2) generate fewer, but arguably better,
rules than the confidence measure (Fig. 2). In both cases, CFARM2 generates less
rules as compared to CFARMI; this is a direct consequence of the fact that
CFARM 2 generates fewer frequent itemsets due to using normalised data.
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—A—CFARM1 —a— CFARM1
—%— CFARM2| —%— CFARM2

& 8 &

Interesting Rules

@ &
8

0.1 0.2 03 04 05 06 07 08 09 01 0.15 02 025 03 0.35 04 045 05
Fuzzy Confidence Certainty Factor

Figure 2 Interesting Rules using confidence Figure 3 Interesting Rules using certainty

In addition, the novelty of the approach is its ability to analyse datasets
comprised of composite items where each item has a number of property values
such as the nutritional property values used in the application described here.

4.2 Performance Measures

For performance measures, we investigated the effect on algorithm execution time
caused by varying the number of attributes and the data size with and without
normalization using a support 0.3, confidence 0.5 and certainty 0.25. The dataset
was partitioned into 9 equal partitions labelled 10K, 20K, ..., 90K to obtain
different data sizes We used all 27 nutrients.

40 40

—&— CFARM-1
—%— CFARM-2

35

—a— CFARM-1
—o—CFARM-2

©
8

N
&

@
Execution Time (Sec)

Execution Time (Sec)
3

3 6 9 12 15 18 21 2 27
Number of Attributes (x 5)

10 20 30 40 50 60 70 80 90
Number of Records (x 1000)

Figure 4 Execution time: No. of Records Figure 5 Execution time: No. of Attributes

Fig. 4 shows the effect on execution time by increasing the number of records.
From Fig. 4 it can be seen that both algorithms have similar timings while the
execution time increasing with the number of records. Fig. 5 shows the effect on
execution time by varying numbers of attributes. Each property attribute has 5
fuzzy sets associated to it, therefore using 27 attributes, we have 135 columns.

However the experiments also show that the CFARM algorithm scales linearly
with the number of records and attributes.
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5. Conclusion and Future Work

A novel approach was presented for extracting fuzzy association rules from so-
called composite items where such items have properties defined as quantitative
(sub) itemsets. The properties are then transformed into fuzzy sets. The CFARM
algorithm produces a more succinct set of fuzzy association rules using fuzzy
measures and certainty as the interestingness measure and thus presents a new way
for extracting association rules from items with properties. This is different from
normal quantitative ARM. We also showed the experimental results with market
basket data where edible items were used with nutritional content as properties. Of
note is the significant potential to apply CFARM to other applications where items
could have composite attributes even with varying fuzzy sets between attributes.
We have shown that we can analyse databases with composite items using a fuzzy
ARM approach.
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P-Prism: A Computationally Efficient Approach
to Scaling up Classification Rule Induction

Frederic T. Stahl, Max A. Bramer, and Mo Adda

Abstract Top Down Induction of Decision Trees (TDIDT) is the most commonly
used method of constructing a model from a dataset in the form of classification
rules to classify previously unseen data. Alternative algorithms have been devel-
oped such as the Prism algorithm. Prism constructs modular rules which produce
qualitatively better rules than rules induced by TDIDT. However, along with the in-
creasing size of databases, many existing rule learning algorithms have proved to
be computational expensive on large datasets. To tackle the problem of scalability,
parallel classification rule induction algorithms have been introduced. As TDIDT
is the most popular classifier, even though there are strongly competitive alterna-
tive algorithms, most parallel approaches to inducing classification rules are based
on TDIDT. In this paper we describe work on a distributed classifier that induces
classification rules in a parallel manner based on Prism.

1 Introduction

Scaling up data mining algorithms to massive datasets has never been more top-
ical. That is because of the fast and continuous increase in the number and size
of databases. For example in the area of Molecular Dynamics (MD), simulations
are conducted which describe the unfolding and folding of proteins. These sim-
ulations generate massive amounts of data which researchers are just starting to
manage to store [7]. For example one single experiment can generate datasets of
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100s of gigabytes [6]. Researchers in the MD community wish to apply data min-
ing algorithms on MD experimental data such as pattern detection, clustering or
classification [4]. However, most data mining algorithms do not scale well on such
massive datasets and thus researchers are forced to sample the data to which they
want to apply their data mining algorithms. Catlett’s work [2] shows that sampling
of data results in a loss of accuracy in the data mining result. However, Catlett con-
ducted his experiments 16 years ago and referred to data samples that were much
smaller than those nowadays. Frey and Fisher [8] showed that the rate in increase of
accuracy slows down with the increase of the sample size.

However, scaling up is also an issue in applications that are concerned with the
discovery of knowledge from large databases rather than predictive modelling. For
instance researchers are interested in discovering knowledge from gene expression
datasets, for example concerning knowledge about the influence of drugs on the
gene expression levels of cancer patients. A drug might be designed to suppress
tumour promoting genes, so called oncogenes. In some cases the same drug might
also suppress genes that are not directly related to the tumour and thus cause adverse
effects which might be lethal in rare cases. If we would sample here, we might lose
data that may lead to the detection of rules that might identify a risk in applying
a certain drug. Furthermore not only the number of examples but also the number
of attributes which describe each example contributes to the size of the dataset [5].
For example gene expression datasets often comprise thousands or even tens of
thousands of genes which represent attributes in a relational data table.

We present work on a parallel data distributed classifier based on the Prism [3]
algorithm. We expect to be able to induce qualitatively good rules with a high accu-
racy and a sufficient scale up on massive datasets, such as gene expression datasets.

2 Inducing Modular Classification Rules Using Prism

The Prism classification rule induction algorithm promises to induce qualitatively
better rules compared with the traditional TDIDT algorithm. According to Cendrowska,
that is because Prism induces modular rules that have fewer redundancies compared
with TDIDT [3]. Rule sets such as:

IFa=1ANDb=1THEN CLASS =1
IFc=1ANDd=1THEN CLASS =2

which have no common variable cannot be induced directly by TDIDT [3]. Using
TDIDT would produce unnecessarily large and confusing decision trees. Cendrowska
presents the Prism algorithm [3] as an alternative to decision trees. We implemented
a version of Prism that works on continuous datasets like gene expression data [11].
The basic Prism algorithm, for continuous data only, can be summarised as shown
in figure 1, assuming that there are n(> 1) possible classes. The aim is to gener-
ate rules with significantly fewer redundant terms than those derived from decision
trees. Compared with decision trees Prism [1]:
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Is less vulnerable to clashes
Has a bias towards leaving a test record unclassified rather than giving it a wrong
classification

e Often produces many fewer terms than the TDIDT algorithm if there are missing
values in the training set.

For each class i from 1 to a inclusive:

(a) Working dataset W = D
delete all records that match the rules that have been
derived so far for class i.

(b) For each attribute A in W:

- sort data according to A
- for each possible split value v of attribute A:
calculate the probability that the class is i for both
subsets A<vand A2 v
(c) Select the attribute that has the subset S with the overall

highest probability

(d) Build a rule term describing S

(e)W=sS

() Repeat b to d until the dataset contains only records of
class i. The induced rule is then the conjunction of all the
rule terms built at step d.

(g) Repeat (a) to (f) until all records of class i have been
removed.

Fig. 1 The basic Prism algorithm for continuous data comprises five nested loops. The innermost
loop involves sorting of the data for every continuous attribute.

However as shown in the algorithm in figure 1, the computational requirements of
Prism are considerable, as the algorithm comprises five nested loops. The innermost
loop involves sorting (contained in step b) the data for every continuous attribute
[11]. Loosely speaking Prism produces qualitatively strong rules but suffers from
its high computational complexity.

We have removed the innermost loop by pre-sorting the data once at the be-
ginning. We did that by representing the data in the form of sorted attribute lists.
Building of attribute lists is performed by decoupling the data into data structures of
the form

(recordid, attributevalue, classvalue)

for each attribute. Attribute lists were first introduced and successfully used in the
SPRINT (Scalable PaRallelizable INduction of decision Trees) project for the paral-
lelisation of TDIDT [10]. The use of sorted attribute lists enabled us to keep the data
sorted during the whole duration of the Prism algorithm. By doing so we achieved
a speedup factor of 1.8 [11].

The left-hand side of figure 2 illustrates the building of attribute lists. Note that
all lists are sorted and all lists comprise a column with identifiers (id) added so
that data records split over several lists can be reconstructed. As Prism removes
attribute lists that are not covered by the previously induced rule term, our classifier
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Sorted Attribute Lists Attribute Lists After

Removal of Data
Salary  Classes Records Not Covered
Training Dataset o)
Id Salary Classes
d aving ala a 40.8
o 30.1 65.5 G
1 | 235 | 159 B A |
| 1007 G 4 | 1007
2 402 75 B
Best Rule Term t for
E 55.9 408 B class G = (Salary 2 60.4)
Savings Classes
4 55.9 100.7 G 235 B
Savings Classes
5 45.4 604 G 303 =
] z 40.2 B
45.4 G
4 55.9 G

Fig. 2 The left hand side shows how sorted attribute lists are built and the right hand side shows
how list records, in this case records with the ids 1 and 3, are removed in Prism.

needs to remove list records in an analogous way. For example if Prism finds a rule
term (salary > 60.4) for class G then Prism would remove the list records with
the id values 1 and 3 as they are not covered by this rule. Note that the resulting list
records are still sorted. This fact eliminates multiple sorting of attribute lists. The use
of attribute lists in Prism enables us to parallelise the algorithm in a shared nothing
environment, where each CPU has its own private memory, by data distribution [11].

3 Speeding up Prism by Parallelisation via a Distributed
Blackboard System

A blackboard system is a software architecture that simulates a group of experts in
front of a blackboard which have expertise in different areas. These experts commu-
nicate by reading new information from the blackboard, deriving new knowledge
from it and writing this new information again on to the blackboard, thus making it
accessible to the other experts. In the software architecture the blackboard is based
on a server/client model. The server functions as a blackboard and the clients as ex-
perts. We are using an implementation of a distributed blackboard system developed
by the Nottingham Trent University [9]. In a similar way to a shared memory ver-
sion of SPRINT [13] we want to parallelise Prism by distributing 1/k chunks of each
attribute list to k different expert machines. We want to synchronise the algorithm
then by using the distributed blackboard system. Thus each expert machine will hold
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a different part of the data and derive new knowledge from it in the form of a locally
best rule term. Then each expert machine will exchange quality information about
all locally best rule terms via the blackboard with the other expert machines.

4 Parallel Prism: Basic Architecture And Algorithm

As described in the previous section, the first step is to build attribute lists and
distribute them to all expert machines. In the context of Parallel Prism (P-Prism),
we refer to the expert machines as Worker Machines as the purpose of parallelising
Prism is to split the workload, determined by the size of the training data, over k
CPUs.

Moderator Program < retrieve
Local Global from the
blackboard
Rule Term Information
Partition Partition € wiits
blackboard

Fig. 3 Architecture of P-Prism using a blackboard server comprising two partitions, a partition for
submitting rule terms to the blackboard (Local Rule Term Partition) and one to advertise global
information (global information partition) to the worker machines. The moderator program on the
blackboard derives the global information.

Figure 3 illustrates the basic architecture of P-Prism using a blackboard server
which comprises two partitions, a partition for submitting rule terms to the black-
board, the “Local Rule Term Partition” and one to advertise Global information to
the worker machines, the “Global Information Partition”. Figure 4 depicts the basic
P-Prism algorithm. Each worker machine M induces independently a rule term ¢,
for class i which is the best rule term to describe i on the local data on M. The qual-
ity of 37 is measured in the form of the probability Py, with which 7y, covers class i
on the local data. Each M submits 37 plus its associated Py, to the "Local Rule Term
Partition” on the blackboard. The moderator program on the blackboard collects all
tys with their associated Pys and searches out the globally best rule term, which is
the one with the highest Py;. The moderator program also provides global informa-
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tion to the worker machines by writing it on to the Global Information Partition”.
The global information comprises the globally best rule term or identifiers for the
data covered by this rule term. Loosely speaking, global information informs the
worker machines about the global state of the algorithm and thus how they shall

proceed, e.g. deriving a further rule term or starting a new rule.

Step A-
- Derive initial atiribute lists
Step B:
= Distribute attribute lists to each expert
machine
- Create an empty Rule Collection R and
an emply Classifier P
Step C--i=1
- Do While {i < numberofclasses):
Step D:
-P=P+R
-Delete all Rules in R
-DostepsEw H
StepE:
= Restore initial attribute lists
- Delete all list records from all worker
machines Mthat are covered by the rules
derived for class i { whichare contained in R)
- IF numberof remaining fist records = 0 or do
notcomprise class i THEN
- Restore initial attribute lists
-i=it
- GOoTOstepD
Step F:
Foreach workermachine M:
- Find locally bestrule term t,
- Write t,, and its quality information on the
blackboard Server

Step G:
Moderator Program:
Afterall M contributed their local rule terms:
-Determine globally best rule term using
quality infermation.
-Write globally best rule term on the “Global
Information™ partition
Step H:
Forali M do:
Retrieve winning rule tem t,,
IFt, =1,) THEN
-Write by f;,, uncovered IDs to the blackboard
ELSE
- Wait for uncovered ids being available on
the blackboard
- Refrieve by 1, uncovered IDs
- Delete all list records thatmatcha
uncovered ID
Step I
Moderator Program:
iF all iists are of size 0
-Ruler=r+t,
-Rule CollecionR=R +r
-GOTOStep E
ELSE
-Ruler=r+t,
-GOTO StepE

- Observe blackboard for“Global Information™

Fig. 4 Outline of the basic structure of the P-Prism algorithm. The data distribution takes place in
step B and the parallelisation in step D.

Figure 4 outlines the rough structure of the proposed P-Prism algorithm. The data
distribution takes place in step B by distributing the attribute lists. The parallelisa-
tion takes place in steps F to I as here every worker machine derives its local rule
term and waits for the global information to become available on the blackboard.

5 Ongoing Work

So far we have set up a local area network with 4 worker machines and one black-
board server which is configured as described in section 4. The moderator program
has been implemented and is fully functional. The worker machines simulate rule
term induction for a complete rule in order to test the moderator program’s func-
tionality on the blackboard server. The next step is to fully implement the worker
machines in order to test the computational performance of P-Prism.
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5.1 Reduction of the Data Volume Using Attribute Lists

Shafer claims in his paper [10] that attribute lists could be used to buffer data to the
hard disc in order to overcome memory constraints. However, buffering of attribute
lists involves many I/O operations. As the data in attribute lists is even larger than
the raw data, we expect a considerable slowdown of the runtime of Prism if we
use buffering of attribute lists. Thus we are working on a modified version of the
attribute list. As Prism mainly needs the class value distribution in a sorted attribute
list, we want to reduce memory usage by building class distribution lists instead of
attribute lists. Class distribution lists have the following structure:

(recordid, classvalue)

The class distribution list is built out of a sorted attribute list by deleting the
attribute value column, thus the ids and class values in the class distribution list are
sorted according to the attribute values. The total size of these lists is less than that
of the raw data and even less than that of the data in the form of attribute lists. The
rules induced using class distribution lists will lead to rule terms labelled with record
ids instead of the actual attribute values. After all rules are induced, the record ids
can easily be replaced by the actual attribute values.

The amount of memory (S) needed for Prism working on the raw data can be de-
scribed by the formula § = (8 1+ 1) xm bytes, where n is the number of attributes
and m is the number of data records. We assume that eight bytes is the amount of
memory needed to store an attribute value (assuming double precision values) and
one byte to store a class value assuming a character representation. These assump-
tions would perfectly apply to gene expression data as a gene expression value is a
double precision value. The storage needed by Prism to hold all the attribute lists in
memory can be described analogously by the formula S = (8 +4 + 1) xnxm bytes.
Again, the eight bytes represent an attribute value and the one byte a class value.
The four byte value corresponds to an integer value for a record id in the attribute
list. Representing the training data with the class distribution list structure instead
of the attribute list structure eliminates the eight byte attribute values and thus only
requires a memory usage of S = (4 + 1) xn*m bytes [11].

However, attribute lists without the actual attribute value cannot be used exactly
as stated above. We need to find a way to deal with repeated attribute values. Figure
5 illustrates the problem of repeated attribute values. The attribute list on the left
hand side would find (X < 2.1) as the rule term for the attribute X regarding class C
with a covering probability of 0.67. The class distribution list on the right hand side
in figure 5 represents our class distribution list with only the ids and the class values.
Using only the class distribution without incorporating information about repeated
attribute values for finding the best rule term would lead to a rule term of the form
(X > id0) for class C with a covering probability of 1. But the value of X at id 0 is
8.7, which leads to the actual rule term (X > 8.7) which has a covering probability
of only 0.5 as data records with ids 3 and O are also covered by that term. Thus we
need to mark repeated attribute values in our class distribution list structure.
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Finding a possible rule term for class C concerning attribute
X using two different representations

<record id, attribute value, class value>

|21
21
121
33
'35
6.6
‘87
87
87
87

(X=21)forp=

[ 0.67

0 a0 W e N AN
clo»m>»n »oomw
0 AlO W WO N =~ 0
o0l o>»m>»000

L (X>id0)forp=1

Fig. 5 Finding a possible rule term in a class distribution list without having the attribute values
can lead to low wrong rule terms.

One possible way to mark repeated attribute values in the class distribution list
is to add another column “indicator” which is a flag that indicates repeated values,
e.g. we could use an integer that is O if the list record corresponds to a repeated
attribute value or 1 if not. Thus the class distribution list structure would have to
be altered to (indicator,recordid,classvalue). This also leads to an altered formula
for the memory usage which is § = (4 + 1 4 1) x n*m. The additional byte here
corresponds to the added indicator. The resulting S would still be smaller than those
for the raw data and the traditional attribute list structure. Concerning memory us-
age a better way is to use signed integers for the record id in the class distribution
list structure. Positive record ids can be used for non-repeated attribute values and
negative ids for repeated ones. The formula for the memory usage here would re-
main the same, but the disadvantage of using signed integers is that we could only
represent 23! data records instead of 232 for unsigned integers. Another way to rep-
resent repeated attribute values without using additional memory or signed integers
is using upper case and lower case characters for the class values in order to indicate
repeated attribute list values. For example using lower case letters for non-repeated
values and upper case letters for repeated values.

Table 1 shows the actual memory usage of Prism working with raw data, attribute
lists and our class distribution list calculated using signed integers or upper case and
lower case class values and using § = (4+ 1) xn*m bytes for the memory usage of
the class distribution list. The datasets are gene expression datasets concerning sev-
eral diseases which can be retrieved from http://sdmc.lit.org.sg/GEDatasets/ except
the SAGE-tag and Affymetix dataset. They can be found at the Gene Expression
Omnibus (GEO) [12]. We clearly see that using attribute lists greatly increases the
memory required to store the training data. We also see that the class distribution
list outperforms the representation of data using both raw data and attribute lists in
relation to memory requirements.
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Table 1 Examples of the memory usage of several gene expression datasets in Prism using raw
data S1 = (8 «xn+ 1) *m; using the attribute list structure S2 = (8 +4 + 1) *n*m and using our
proposed class distribution list structure $3 = (4 + 1) *xn*m. The datasets are gene expression data,
thus the number of attributes is determined by the number of genes. All values for memory usage
are stated in megabytes.

Dataset Genes(n) Examples(m) S1 S2 S3
ALL/AML Leukaemia 7129 48 2.74 445 1.71
Breast cancer outcome 24481 78 1528 24.82 9.55
CNS embryonal tumour 7129 60 342 556 214
Colon tumour 7129 62 342 575 221
Lung cancer 12533 32 321 521 201
Prostate cancer 12600 102 10.28 16.71 6.43
Prostate cancer outcome 12600 21 212 344 132
Affymetix 12332 1640 161.80 262.92 101.12
SAGE-tag 153204 243 297.83 483.97 186.14

5.2 Synchronisation

Further work will be conducted on the synchronisation of the distributed classifier.
In particular several worker machines will have to wait for further information on
the blackboard after they write their rule term plus its quality in the form of the
covering probability on the backboard. This idle time could be used, for example,
to induce locally terms for a different class value.

6 Conclusions

This paper describes work on scaling up classification rule induction on massive data
sets. We first discussed why classification rule induction needs to be scaled up in
order to be applicable to massive data sets and focused on a particular classification
rule induction algorithm. The algorithm we focused on is the Prism algorithm. It
is an alternative algorithm to decision trees which induces modular rules that are
qualitatively better than rules in the form of decision trees, especially if there is
noisy data or there are clashes in the dataset.

Unfortunately Prism is computationally much more expensive than decision tree
induction algorithms and thus is rarely used. We described the work we did to scale
up the serial version of Prism by applying presorting mechanisms to it, which re-
sulted in a speed up factor of 1.8. We further introduced the idea of scaling up Prism
by distributing the workload in the form of attribute lists over several machines in a
local area network and inducing rules in parallel.

We described the basic algorithm and architecture of the parallel version of Prism
which we call P-Prism. We aim to parallelise Prism by using a distributed black-
board system via which Worker Machines exchange information about their locally
induced rule terms.
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We further outlined how we can reduce the size of the data that needs to be

held in memory by each worker machine by using class distribution lists rather than
attribute lists. We described the problem that repeated attribute values will cause if
we use class distribution lists, proposed 3 different ways to resolve the problem and
concluded that using an upper and lower case representation of the class value is the
best solution.

A further problem we briefly addressed is synchronisation, in particular the idle

time of worker machines caused by waiting for global information. We propose to
use this idle time to induce a rule term for a different class value in the meantime.
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Applying Data Mining to the Study of Joseki

Michiel Helvensteijn

Abstract Go is a strategic two player boardgame. Many studies have been done
with regard to go in general, and to joseki, localized exchanges of stones that are
considered fair for both players. We give an algorithm that finds and catalogues as
many joseki as it can, as well as the global circumstances under which they are likely
to be played, by analyzing a large number of professional go games. The method
used applies several concepts, e.g., prefix trees, to extract knowledge from the vast
amount of data.

1 Introduction

Go is a strategic two player game, played on a 19 x 19 board. For the rules we refer
to [7]. Many studies have been done with regard to go in general, cf. [6, 8], and to
joseki, localized exchanges of stones that are considered fair for both players. We
will give an algorithm that finds and catalogues as many joseki as it can, as well as
the global circumstances under which they are likely to be played, by analyzing a
large number of professional go games.

The algorithm is able to acquire knowledge out of several complex examples of
professional game play. As such, it can be seen as data mining [10], and more in
particular sequence mining, e.g., [1]. The use of prefix trees in combination with
board positions seems to have a lot of potential for the game of go.

In Section 2 we explain what joseki are and how we plan to find them. Section 3
will explain the algorithm in more detail using an example game from a well-known
database [2]. In Section 4 we mention some issues concerned with symmetry. Sec-
tion 5 will discuss the results of the algorithm. We try to explore the global circum-
stances under which a joseki is played in Section 6. Section 7 contains conclusions
and discusses further research.

Michiel Helvensteijn
LIACS, Leiden University, The Netherlands, e-mail: mhelvens @liacs.nl
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2 Joseki

There are several definitions of joseki, see, e.g., [5] and [4]. We will use a somewhat
adapted definition, which uses elements from other sources:

A joseki is a localized sequence of play in the game of go, in which both players play
locally optimal moves. These sequences occur often in recorded games, especially in
the corners of the board and the beginning of the game.

It is an important property of a joseki that it is a local phenomenon. It takes place
in a certain part of the board and moves that are played elsewhere (before, during
or after the joseki) are not part of it. The players can sometimes break away from
a joseki and get back to it later. This way, multiple joseki can be in progress at the
same time. The move that breaks away from a joseki is called a fenuki. The move
that continues the joseki after a tenuki is called a follow-up play.

We do not think that a joseki results in a fair outcome for both players by def-
inition, as is often stated in other definitions. In fact, joseki do not result in a fair
outcome if played under the wrong global conditions. Of course, if a sequence did
not result in a fair outcome under some global condition, it could never have been
played often enough to be noticed and given the name joseki. This is important.
Professional players do not blindly play joseki in their games, not even under op-
timal global conditions. At most, they use their knowledge of joseki as a heuristic.
They play the move that they think is best, and that is how joseki are found. This is
why we have not mentioned fairness in the definition, it is implied already. It is also
irrelevant to the algorithm. A computer can not calculate whether a sequence is fair.
Instead we choose to rely on human intuition, in that a sequence must be a joseki
under the above definition if it is played often enough by professionals.

3 The algorithm

In this section we give an algorithm to find joseki in a given database. We will use
a database from the Go4Go website [2], which contains 13,325 go games played by
professional go players. It is the job of the algorithm to analyze the games from this
database and eventually output the joseki (plural) that were found. The algorithm
is depicted in Figure 1 and Figure 2, which show phase 1 and 2 of the algorithm
respectively. In this section we mention some symmetry related issues; however, the
formal treatment of this subject is postponed until Section 4.

The first phase extracts all distinguishable sequences from the games in the
database and stores them in a prefix tree. The second phase prunes that tree so that
only the more interesting sequences remain, resulting in a tree of joseki.
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3.1 Phase 1

At the end of this phase, we will have a tree of all distinct move-sequences' to be
found in the games. Phase 1, step 1 is basically a nested loop that iterates over all
moves of all games in the database. Every move is compared to all currently stored
sequences that belong to the current game. Its Manhattan distance? to the stones of
those sequences is used to determine whether it belongs to one of them. It is also
possible for one move to belong to more than one sequence.

Because the joseki we are looking for are played mostly in the corners and in the
beginning of the game, the algorithm will stop looking for stones after each corner
contains at least 20 stones. This means that at the least, we will examine 80 moves.
Anything more than that means we have entered mid-game. The reason we don’t
just look at the first 80 stones instead is that sometimes a single corner can remain
empty for a large portion of the game, which means we might miss some obvious
joseki.

Sequences Tree

® oFEce

Fig. 1 The algorithm, phase 1: creating the tree

Game
database

Step 2 moves these sequences to the tree, after a possible transformation (see
Section 4). It is implemented as a prefix tree, a structure very popular in current data
mining algorithms [3]. The root of this tree represents the empty board. Its children
are the first moves of the sequences, and so on. Each node in the tree represents
a sequence prefix to that point and its children represent its continuations. Each
node contains a mapping of point—node (where “point” is a point on the board
or a tenuki) to find its children. This provides very fast lookup and insertion of
sequences. Each node also has a counter indicating how often a certain sequence
has been played. An insertion increases the right counters in the tree and adds new
nodes if necessary.

For efficiency, step 1 and step 2 are performed simultaneously. After every game,
the sequences are added to the tree and the sequence storage is made empty.

! A sequence is a potential joseki. It is also called a sequence because it might eventually turn out to be
irrelevant and be pruned from the tree in phase 2. Only the sequences that survive this process are called
joseki.

2 The Manhattan distance between two points is the absolute difference between their x-coordinates plus
the absolute difference between their y-coordinates: the Manhattan distance between the points (x1,y;)
and (x2,y2) is |x1 —x2| +[y1 — 2.
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3.2 Phase 2

Phase 2 consists of pruning and printing (in SGF format [9]) the tree that we built
in phase 1. It removes the irrelevant sequences with a pruning function, that accepts
or rejects a sequence based on its pruning score, i.e., its frequency in the prefix tree.

Tree Pruned tree

X W(ab]
[ ) L 3] SGF

‘ Blcd] file

Fig. 2 The algorithm, phase 2: pruning the tree

Because of the nature of the prefix tree, the counter of any node is greater than or
equal to the sum of the counters of its children, and so in particular greater than or
equal to the counter of any child node. The basic pruning approach is to cut off any
subtree that does not have a counter greater than or equal to a given threshold value.
We have experimented with several threshold values. The optimal value appears to
be around 1% of the amount of games in the database.

3.3 Example

We clarify the algorithm through an example game, a match between two strong
players, Xie He (white) and Duan Rong (black), from the first round of the 18th
Chinese CCTV Cup. See Diagram 1.

Both players first occupy the four corner star points. As can be seen in Dia-
gram 1, each of the first four moves starts a new sequence. For now we will call
them sequence 1, 2, 3 and 4.

Black 5 starts the first joseki of the match. It ends with black 9. A move belongs
to a sequence if it is within Manhattan distance x of it, where x is a predefined
threshold: the sequence binding distance. For this example, x = 5. Black 5 is clearly
only within proximity of white 2, and so it is added to sequence 2. The same holds
for white 6 to white 8. Black 9 also belongs to sequence 2, because it is within
proximity of black 5, which was added to the sequence earlier.

White 10, black 11 and white 12 are added to sequence 3 (see Diagram 2). One
will notice that black 11 is only just outside the reach of sequence 2. Black 13 starts
a long joseki that ends with black 23. All of those moves are part of sequence 4.
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Diagram 2 Xie He vs. Duan Rong, part 2

Such long, isolated joseki are not as uncommon as one might imagine, as proved by
this algorithm. That exact joseki is found 566 times in the database.

White 24 and black 25 add another small joseki to the collection, in sequence 1
(Diagram 3). But something else has also happened here. Black 25 is within range
of white 12, as well as black 1, so it is also part of sequence 3, as is white 26. After
two non-joseki moves, black 29 does the same thing. It is part of both sequence 1
and 4. This is bound to happen as more and more stones are played on the board.
But the assumption is that either joseki are played in isolation before the sequences
start interfering with each other or that only one of the sequences really “owns” the
new move. It is not unthinkable that a stone with a distance of 5 from a sequence
doesn’t really belong to it. For example, if black 25 were part of any joseki, it would
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Diagram 3 Xie He vs. Duan Rong, part 3

be sequence 1. These things will be recognized in phase 2, when follow-up moves
that do not belong to the joseki are pruned out of the tree.

We have now discovered and completed all joseki the algorithm is able to find in
this example game. However, the algorithm will not know it at this point and will
continue to build the sequences until at least 20 stones have been played in each
corner.

Prefixes of all four of the sequences played so far will turn out to be important
joseki in the final tree. Table 1 shows these joseki.

Table 1 Xie He vs. Duan Rong, four joseki

Joseki Transformation Color-swap?
I 0V0® H No
2 2000®0 v Yes
3 00 D No
4 @20VLOPLOBOVOI2D HxV Yes

The first column gives the sequence reference number. The “Joseki prefix” col-
umn gives the prefix of the sequence that forms the joseki. In other words, the stones
that would be pruned in phase 2 are not shown here. The “Transformation” column
shows the matrix manipulation that should be applied to each move of the sequence,
so it will yield the sequence’s normal form (see Section 4). Here H means a reflec-
tion in the horizontal (y = 10) axis; V means a reflection in the vertical (x = 10) axis;
D means a reflection in the diagonal axis on which black 3 and white 4 are played,;
and X is the matrix multiplication operator. So sequence 4 has to be reflected in the
horizontal and vertical axes to get to its normal form. The “Color-swap?” column
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indicates if the colors of the stones need to be swapped from black to white or the
other way around. This is the case for all sequences where white moves first, be-
cause by convention, black has the first move. We will adopt this convention to get
our normal form.

This procedure is performed for all games in the database, resulting in a tree with
still many irrelevant sequences. After phase 2, however, it will be a relatively small
tree with assorted recognizable joseki.

4 Symmetry

The board has a symmetry group (the dihedral group D) with 8 elements, which
can be generated by a rotation by 90° and a reflection in one of the four board axes
(the horizontal, vertical and two diagonal axes). Reflecting twice is a rotation around
the intersection of the axes, i.e., the board center or fengen. Another dimension of
symmetry with regard to joseki is color, in that two spatially identical stones are still
equivalent, even if one is black and the other is white.

This symmetry can be extended to a sequence of moves. When two joseki are
equivalent in this way, we want the algorithm to recognize this. So when it transfers
a sequence of moves to the tree, it first transforms each of them using reflections
and color-swaps such that the resulting sequence will start with a black move in a
designated triangular space on the board. Note that it is often necessary to consider
more than just the first move in order to determine the exact transformation.

In theory, another transformation is possible: translation. Joseki that occur along
the top edge of the board may be equally valid two places to the right or to the
left. The algorithm does not take this into account, however, because this validity
can be extremely complicated to judge. It is also very situation dependent, unlike
reflections, rotations and color-swaps which are always valid.

5 Results

In this section we mention the results of experiments on the database [2], consisting
of 13,325 games. We have experimented with several parameter settings. Each run
took only a few seconds, which is not surprising in view of the linear nature of the
algorithm. It was found that the following settings gave the best results:

pruning score: 150
sequence binding distance: 5

The resulting tree (Figure 3) contains 81 leafs, meaning 81 complete joseki. How-
ever, the algorithm does not only find joseki, but also a lot of what might more
properly be called fuseki structures (opening game sequences). This is not surpris-
ing, since the algorithm looks primarily in the corners of the board and the opening
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game, which are exactly the time and place fuseki structures are formed. The set of
joseki and the set of fuseki seem to overlap when one only considers the opening
game. The resulting tree shows some well-known joseki and fuseki.
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Fig. 3 Joseki tree, pruning score = 150, sequence binding distance = 5

6 Global influence

More is still to be known about these joseki. We know now which joseki (and fuseki)
are played, but we still do not know when they are played. As explained in Section 2,
this is important information.

There are many factors that could have an influence on the “fairness” or “validity”
of a joseki, like ladder breakers, nearby influential stones and the overall score in
points (a player who is ahead will most likely play a more balanced game). But
another important factor is global influence around the board.

The algorithm calculates the global influence around a joseki. This information
extends the output of the algorithm, but does not alter it. The algorithm as explained
in Section 3 remains mostly unchanged, though the current state of the game is
always kept in memory, so global influence can be investigated. And influence di-
rection and color is of course transformed along with the sequence before being put
into the tree.

Diagram 4 shows how this influence is calculated, using a new example. The
stone marked @ has just been played and added to the bottom-right sequence. The
influence reaching this sequence has to be calculated for that move. From the left
edge of the sequence’s bounding-box, a search to the left is done for each row. Each
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row is scored (17 minus the distance from the bounding-box to the first stone, capped
at 0)3. Certain threshold values can determine if the total score (all row-scores added
together) is white, black or neutral. The net score for this particular search turns out
to be 15 for black. This means black has the most influence in that direction, which
is quite clearly the case. This procedure can be repeated for the other three sides,
though two of them almost always have zero influence, since most joseki are played
in a corner.

This influence information in the tree is stored in aggregate, and so it is deter-
mined what the most likely global circumstances are for each stage of each joseki.
Manual inspection of the tree indicates that for most joseki, influence is most defi-
nitely a factor, as expected.

[
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] Diagram 5 The nadare;
most variations branch off
Diagram 4 Calculation of left-side influence after white 6

7 Conclusions and future research

The technique of finding joseki in a database as described in this paper certainly has
merit. It finds some well-known joseki and fuseki sequences and none of them seem
out of place. The search for global influence also produced promising results.

For example, the algorithm finds the joseki shown in Diagram 5. This joseki is
known as the nadare. This joseki, and some common variations on it, are described
in the Kosugi/Davies book [5]. In the tree of Figure 3 it is the joseki of 9 moves
deep, closest to the really long one (which seems to be a variation on the nadare

3 If a stone is closer to the sequence, it has more influence on it, making it more likely that a player will
deviate from the joseki that would have been played without this influence. Even if a stone is on the other
side of the board, though, it can have influence. The number 17 was chosen experimentally as the furthest
distance from which a stone could still have any influence.
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not described by Kosugi and Davies). By far most of the occurrences of this joseki
have a consistent black influence from below throughout the sequence. To a lesser
degree, white seems to have more influence to the right, which would play well with
white’s new wall. The fact that verifiable joseki such as this one can be found like
this is very encouraging.

Because of the high ranking of the players in the database, not a big subset of
the known joseki is found (there are thousands). It might be interesting to try this
algorithm on a database of weaker players.

In the algorithm, the decision whether a move belongs to a sequence or not is
decided by Manhattan distance. Other distance-measures could be used instead, and
might be more appropriate. And the tree is now pruned with a single strict pruning-
score. It may be advisable, in future research, to explore other possibilities.
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A Fuzzy Semi-Supervised Support Vector Machines
Approach to Hypertext Categorization

Houda Benbrahim! and Max Bramer?

Abstract Hypertext/text domains are characterized by several tens or hundreds of thousands
of features. This represents a challenge for supervised learning algorithms which have to
learn accurate classifiers using a small set of available training examples. In this paper, a
fuzzy semi-supervised support vector machines (FSS-SVM) algorithm is proposed. It tries
to overcome the need for a large labelled training set. For this, it uses both labelled and
unlabelled data for training. It also modulates the effect of the unlabelled data in the
learning process. Empirical evaluations with two real-world hypertext datasets showed that,
by additionally using unlabelled data, FSS-SVM requires less labelled training data than its
supervised version, support vector machines, to achieve the same level of classification
performance. Also, the incorporated fuzzy membership values of the unlabelled training
patterns in the learning process have positively influenced the classification performance in
comparison with its crisp variant.

1 Introduction

In the last two decades, supervised learning algorithms have been extensively
studied to produce text classifiers from a set of training documents. The field is
considered to be mature as an acceptable high classification effectiveness plateau
has been reached [1]. It has become difficult to detect statistically significant
differences in overall performance among several of the better systems even
though they are based on different technologies.

However, to achieve these good results, a large number of labelled documents is
needed. This coincides with the conclusions from computational learning theory
that state that the number of training examples should be at least a multiple of the
number of features if reasonable results are sought [2]. Often, several thousand
features are used to represent texts, and this leads to a need for thousands of
labelled training documents. Unfortunately, obtaining this large set is a difficult
task. Labelling is usually done using human expertise, which is tedious,
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expensive, time consuming and error prone. On the other hand, unlabelled
documents are often readily available in large quantities, and one might prefer to
use unsupervised learning algorithms (restricted here to clustering). Yet, learning
solely from unlabelled documents cannot be used to classify new documents into
predefined classes because knowledge about classes is missing. In this case, semi-
supervised learning comes to the rescue as it lies in between supervised and
unsupervised learning approaches. It takes advantage of the strengths of both
learning paradigms, i.e. it learns accurate classifiers and exploits the unlabelled
data, and discards their major drawbacks, i.e. their need for a large labelled
training set and their inability to identify the classes.

The principal question that may arise in semi-supervised learning is how to
combine labelled and unlabelled data in the learning system. In order to benefit
from unlabelled data in a supervised learning model, a learner must augment
unlabelled examples by class labels in some way. However, fully using this newly
labelled and originally unlabelled set of training documents in the supervised
learning process may harm the performance of the resulting classifier.

Classifying the unlabeled data using any classifier is error prone. Consequently,
the newly labelled data imputed in the training set might be noisy, and this usually
harms the performance of the learning algorithm as its performance might
decrease with noisy training data. A possible solution to this problem is to
modulate the influence of the originally unlabelled data in the supervised training
phase. This might be achieved by introducing fuzzy memberships to unlabelled
documents. In this case, a fuzzy membership value is associated with each
document such that different documents can have different effects in the learning
of the classifier.

In this paper, a Fuzzy Semi-Supervised Support Vector Machine approach is
proposed for hypertext categorization.

Many researchers have studied semi-supervised support vector machines, which
attempt to maximize the margin on both labelled and unlabelled data, by assigning
unlabelled data to appropriate classes such that the resulting margin is the
maximum. Earlier works include Transductive support vector machine (TSVM)
first introduced by [3], which uses the unlabelled test set in the training stage. The
problem with TSVM is that its training is more difficult. [4] uses an iterative
method with one SVM training on each step, while mixed integer programming
was used in S3VM [5]. [6] formulated the problem as a concave minimization
problem which is solved by a successive linear approximation algorithm and
produced V3SVM and CV3SVM.

SVM is sensitive to noise and outliers in the training dataset [7]. To solve this
problem, one approach is to do some processing on the training data to remove
noise or outliers, and use the remaining set to learn the decision function [8].
Among the other approaches is the introduction of fuzzy memberships to data
points such that different data points can have different effects in the learning of
the separating hyperplane. Few fuzzy support vector machine approaches exist
that treat noise and outliers as less important and let these points have lower
membership values [9, 10].
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This paper deals with a proposed Fuzzy-Semi-Supervised Support Vector machine
framework. It is introduced in two steps. First, we describe the concept of semi-
supervised clustering guided by labelled data. Then, we define how unlabelled
data is partially incorporated into the learning process of the support vector
machines model. Several experiments will be conducted to provide empirical
evidence about (i) the effect of the number of labelled training documents in the
fuzzy semi-supervised support vector machines learning process, and (ii) the
effect of the number of unlabelled training document